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Editorial

The top digital policy trends in November  
and December

Each month we analyse hundreds of unfolding devel-
opments to identify key trends in digital policy and the 
issues underlying them. These were the trends we 
observed in November and December.

1. Discussions on cyber issues continue at 
the UN

Across November and December UN member states 
engaged in discussions on issues surrounding cyber-
crime and information security. The Third Committee  
of the UN General Assembly (UNGA) passed a reso-
lution on countering the use of ICT for criminal pur-
poses.  Proposed by Russia and 26 other countries, 
the resolution  calls for the establishment of an 
open-ended ad hoc intergovernmental committee of 
experts from all regions, tasked with developing an 
international convention to combat cybercrime.

If the resolution is approved in the full UNGA, the 
resulting committee is expected to base its work on 
a draft convention proposed by Russia in 2017 on 
co-operation on combating cybercrime.  This lists 
various crimes (including hacking), presents options 
for international co-operation, and proposes a contact 
and support centre for investigations.

In an open letter to the UNGA,  36 human rights 
groups warned that the draft convention could under-
mine the ability of the Internet to enable the exercise 
of human rights, as it could grant governments the 
power to block websites and services for political pur-
poses. They invited member states to vote against the 
resolution in the GA.

There is another question as well: what would be the 
relationship of a new UN convention on cybercrime 
with the existing Budapest Convention,  adopted in 
the Council of Europe and already ratified by more 
than 60 countries?  What would it mean in practice if 
cybercrime became subject to two different interna-
tional legal frameworks?

On information security issues, informal consultations 
were held by the working groups on developments in 
the field of information and telecommunications in the 
context of international security.  The agendas of the 
Open-ended Working Group (OEWG)  and the Group of 
Governmental Experts (GGE)  were very similar: the 
cyber threat landscape; norms, rules and principles 

of responsible state behaviour in cyberspace; confi-
dence building measures and capacity building.

The discussions were remarkably similar as well: phish-
ing activities, autonomous technologies, and the terror-
ist use of propaganda were of interest to both groups. 
Each emphasised the importance of implementing the 
norms outlined in the previous UN GGE reports. On 
capacity building, both groups noted the need for sen-
sitivity to regional and national contexts and that princi-
ples of national ownership, transparency, and sustain-
ability must be respected. It was also clear that capacity 
building activities should be coordinated to avoid dupli-
cation of effort. However, what was left unanswered in 
both groups is how to apply international law in cyber-
space. Read our reports from the OEWG consultations.

It is often reiterated that the work of the OEWG and 
GGE must be complementary. Yet there is a diver-
gence of positions on what precisely should be their 
respective roles.  From the December informal con-
sultations it seems that it should be possible to avoid 
the doubling of effort, but it is as yet unclear what 
happened behind the closed doors of the GGE’s first 
substantive meeting on 9–13 December.

2. Addressing misinformation during 
elections: banning political content and 
limiting microtargeting of political ads

Concerned that misinformation can influence elec-
toral processes and undermine trust in democracy, 
governments have been putting increasing pres-
sure on Internet companies to address the issue. In 
response, companies have started updating their 
policies on political advertising and the distribution of 
political content.

Twitter took a tough stance by instituting a ban on paid 
promotion of political content. This includes ‘content 
that references a candidate, political party, elected or 
appointed government official, election, referendum, 
ballot measure, legislation, regulation, directive, or 
judicial outcome’.  CEO Jack Dorsey explained that, 
while followers implicitly accept political messages 
when they decide to follow an account, ‘this decision 
should not be compromised by money’ (paid ads).

The reactions to Twitter’s ban were mixed. Some 
applauded the move; others described it as 

https://www.un.org/en/ga/third/index.shtml
https://dig.watch/updates/un-committee-passes-resolution-towards-developing-international-convention-against
https://undocs.org/A/C.3/74/L.11/REV.1
https://undocs.org/A/C.3/72/12
https://www.apc.org/en/pubs/open-letter-un-general-assembly-proposed-international-convention-cybercrime-poses-threat-human
https://www.coe.int/en/web/conventions/full-list/-/conventions/treaty/185/signatures?p_auth=HchL3aIQ
https://www.coe.int/en/web/conventions/full-list/-/conventions/treaty/185/signatures?p_auth=HchL3aIQ
https://dig.watch/processes/un-gge
http://webtv.un.org/meetings-events/watch/part-a-open-ended-working-group-on-developments-in-the-field-of-information-and-telecommunications-in-the-context-of-international-security-informal-intersessional-consultative-meeting-2-4-december-2019/6111185453001/?term=
https://www.un.org/disarmament/wp-content/uploads/2019/12/gge-chair-summary-informal-consultative-meeting-5-6-dec-20191.pdf
https://dig.watch/events/open-ended-working-group-oewg-multistakeholder-informal-consultation
https://www.diplomacy.edu/blog/new-year%E2%80%99s-new-york-crowded-cyber-norms-playground
https://dig.watch/events/un-gge-first-session
https://business.twitter.com/en/help/ads-policies/prohibited-content-policies/political-content.html
https://www.cnbc.com/2019/10/30/twitter-bans-political-ads-after-facebook-refused-to-do-so.html
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‘unnecessarily severe and simplistic’, as it may disad-
vantage challengers and political newcomers, and it 
makes Twitter the arbiter of what is and what is not 
political speech.

Google made a less drastic policy change: election 
ads can now use only general data (age, gender, and 
general location) in targeting audiences. The company 
also explained that it has never permitted granular 
microtargeting – a practice that allows advertisers 
to send messages to very small, specifically defined 
groups of people – of political ads on its platforms.

Prior to Twitter and Google’s moves, Facebook’s 
stance had been not to interfere with political adver-
tisement, to protect free speech and avoid ambigu-
ity about what constitutes political speech.  But the 
company has faced increased pressure to take action 
and it is now looking into preventing microtargeting 
by political advertisers (for instance, by increasing the 
minimum number of people a political ad can target 
from the current limit of 100 to a few thousand).

These different positions adopted by the major 
Internet companies leave open several questions: Will 
Twitter’s ban on political advertising be more effective 
than Google and Facebook’s focus on how users are 
targeted by political ads? Should companies be enti-
tled to determine what is political content? Is it enough 
to entrust companies with fighting misinformation, or 
should strict regulation be imposed? And, if regulation 
is the better approach, what should it look like?

3. Fighting deepfakes: technological tools and 
policy initiatives

Deepfakes use machine learning and neural network 
technology to falsify images and footage so as to 
make it appear that someone did or said something 
that they did not.

Deepfakes can be misused in different contexts: to 
discredit opponents in political campaigns, to cause 
personal reputational damage (for instance by mak-
ing people appear in pornographic videos they were 
in fact not part of), and even to escalate situations 
that can lead to violent conflict. As the technology 
becomes increasingly sophisticated and accessible,  
tech companies and policymakers are trying to find 
solutions to the challenges it presents.

Technology offers some solutions: the same arti-
ficial intelligence (AI) tools that are used to pro-
duce deepfakes can also be used to detect them, 

and many companies and researchers are focusing 
on this area. Google and Facebook have built col-
lections of fake videos and are making them avail-
able to researchers developing detection tools.  
Facebook has even launched a Deepfake Detection 
Challenge.  Blockchain technology has also been 
suggested as a potential weapon in the fight against 
deepfakes: the authenticity of images and footage can 
be established through a blockchain application that 
compares the cryptographic hash code of certain files 
against that of the originals.

Technological solutions may not be sufficient to 
address the risks posed by deepfakes, especially 
given that detection methods tend to lag behind the 
fast-evolving creation methods.  But tech-company 
policies and legislative solutions could complement 
technical tools. Twitter, for example, has announced 
that it is working on a policy to combat deepfakes and 
synthetic media on its platform.  China has intro-
duced new regulations that ban the distribution of 
deepfakes without proper disclosure that the content 
has been altered using AI. Failure to comply will be 
considered a criminal offence as of January 2020.  
Existing legislation may help as well: California has 
previously criminalised the publication of false audio, 
imagery, or video in political campaigns.

But what is certain is that, beyond developing techni-
cal tools and regulations, the fight against the abuse 
of deepfake technology will require that we promote 
awareness and critical thinking among end-users as 
well. An informed, tech-savvy and healthily sceptical 
public will, in the end, be central to ensuring that the 
Internet fulfils its potential as a force for positive change.

Editorial

Deepfakes can be misused to discredit political adversaries 
Credit: ColdFusion YouTube screenshot

https://www.theguardian.com/commentisfree/2019/nov/04/twitters-political-ads-ban
https://blog.google/technology/ads/update-our-political-ads-policy/
https://www.cnbc.com/2019/10/18/warren-slams-zuckerbergs-speech-and-political-ad-policy.html
https://www.theguardian.com/technology/2019/nov/22/facebook-to-curb-microtargeting-in-political-advertising
https://www.cnbc.com/2019/10/14/what-is-deepfake-and-how-it-might-be-dangerous.html
https://arstechnica.com/science/2019/12/how-i-created-a-deepfake-of-mark-zuckerberg-and-star-treks-data/
https://www.nytimes.com/2019/11/24/technology/tech-companies-deepfakes.html
https://ai.facebook.com/blog/deepfake-detection-challenge-launches-with-new-data-set-and-kaggle-site/
https://cointelegraph.com/news/blockchain-might-be-a-silver-bullet-for-fighting-deepfakes
https://www.brookings.edu/blog/techtank/2019/02/14/artificial-intelligence-deepfakes-and-the-uncertain-future-of-truth/
https://www.theverge.com/2019/11/11/20959260/twitter-deepfake-manipulated-media-survey-policy-facebook
https://www.scmp.com/tech/apps-social/article/3039978/china-issues-new-rules-clamp-down-deepfake-technologies-used
https://www.theverge.com/2019/10/7/20902884/california-deepfake-political-ban-election-2020
https://www.youtube.com/watch?v=dMF2i3A9Lzw
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Observatory

Digital policy developments in November and 
December
Digital policy is constantly evolving to keep pace with technological and geopolitical developments: the landscape 
is packed with new initiatives, evolving regulatory frameworks, and new legislation, court cases and judgments.

In the Digital Watch observatory – available at dig.watch – we decode, contextualise, and analyse these develop-
ments, offering a digestible yet authoritative update on the complex world of digital policy. The monthly barome-
ter tracks and compares the issues to reveal new trends and to allow them to be understood relative to those of 
previous months. The following is a summarised version; read more about each one by following the blue icons, 
or by visiting the Updates section on the observatory.

E-commerce & Internet economy
Transport for London decided not to grant Uber a new licence to operate in the city.

The Czech government proposed a 7% tax for global Internet giants.  India expressed its 
dissatisfaction  with the OECD Secretariat’s unified approach to taxing the digital econ-
omy.  During the Canadian election, the Liberal party proposed a digital services tax.

World Trade Organization (WTO) member states agreed to keep the current practice of 
not imposing customs duties on electronic transmissions.

increasing relevance

increasing relevance

Security
The Third Committee of the UNGA passed a resolution on countering the use of ICT for 
criminal purposes.  BRICS (Brazil, Russia, India, China, and South Africa) emphasised 
the central role the UN has to play in developing norms for responsible state behaviour in 
cyberspace.  The UN GGE  and OEWG  held consultations with non-members on issues 
related to state behaviour in cyberspace. The GGE also held its first substantive session.

The Global Commission on the Stability of Cyberspace proposed a Cyberstability 
Framework and eight voluntary norms to better ensure the stability of cyberspace.  
Facebook has decided to move ahead with introducing end-to-end encryption in its mes-
saging apps.  Multiple cyber-attacks were revealed around the world, targeting govern-
ment systems in the Canadian territory of Nunavut,  the US state of Louisiana,  and the 
city of New Orleans;  a French hospital;  Indian  and UK  nuclear power facilities; and 
the UK Labour Party.

increasing relevance

Global IG architecture
The 14th Internet Governance Forum (IGF)  brought together more than 3000 partici-
pants to discuss current challenges around data governance; digital inclusion; and safety, 
security, stability, and resilience. Read more on pages 6–7.

The World Wide Web Foundation launched the Contract for the Web,  formulating nine 
principles to protect the web as a force for good.

The Just Net Coalition launched a Digital Justice Manifesto  that frames the discussion on 
data governance in the context of social justice, fairness, and public goods.

Sustainable development
The International Telecommunication Union’s (ITU’s) report Measuring digital development: 
Facts and figures 2019  confirmed continuing barriers to Internet access and use, espe-
cially in the least developed countries.

The 2019 Human Development Report  called for policies and incentives to harness the 
power of digital technologies in the move towards  sustainable development goals (SDGs).same relevance

http://dig.watch
https://dig.watch/updates
https://www.bbc.com/news/business-50544283
https://www.reuters.com/article/us-czech-taxation-digital/czech-government-approves-digital-tax-aimed-at-internet-giants-idUSKBN1XS1XU
https://www.timesnownews.com/business-economy/companies/article/india-questions-oecd-proposal-to-tax-global-digital-companies-wants-proper-tax-share-from-google-facebook/512181
https://www.oecd.org/tax/beps/public-consultation-document-secretariat-proposal-unified-approach-pillar-one.pdf
https://www.tax-news.com/news/American_Firms_Concerned_By_Canadian_Digital_Tax_Plan____97419.html
https://www.wto.org/english/news_e/news19_e/gc_10dec19_e.htm
https://undocs.org/A/C.3/74/L.11/REV.1
http://www.xinhuanet.com/english/2019-11/15/c_138555948.htm
https://www.un.org/disarmament/group-of-governmental-experts/
https://www.un.org/disarmament/open-ended-working-group/
https://www.un.org/disarmament/group-of-governmental-experts/
https://cyberstability.org/report/
https://www.theverge.com/2019/12/10/21004873/facebook-whatsapp-bill-barr-justice-department-instagram-messenger
https://globalnews.ca/news/6120812/nunavut-ransomware-attack/
https://www.zdnet.com/article/ransomware-hits-louisiana-state-government-systems/
https://edition.cnn.com/2019/12/13/us/new-orleans-cyberattack-state-of-emergency
https://www.oodaloop.com/briefs/2019/11/21/infection-hits-french-hospital-like-its-2017-as-ransomware-cripples-6000-computers/
https://www.washingtonpost.com/politics/2019/11/04/an-indian-nuclear-power-plant-suffered-cyberattack-heres-what-you-need-know/
https://www.telegraph.co.uk/business/2019/11/30/cyber-attack-targets-uks-nuclear-industry/
https://www.theguardian.com/politics/2019/nov/12/labour-reveals-large-scale-cyber-attack-on-digital-platforms
https://dig.watch/events/14th-internet-governance-forum
https://9nrane41lq4966uwmljcfggv-wpengine.netdna-ssl.com/wp-content/uploads/Contract-for-the-Web-2.pdf
https://justnetcoalition.org/digital-justice-manifesto.pdf
https://www.itu.int/en/ITU-D/Statistics/Documents/facts/FactsFigures2019.pdf
http://hdr.undp.org/sites/default/files/hdr2019.pdf
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Observatory

Digital rights
Freedom House’s Freedom of the Net 2019 report shows a deterioration in the state of 
Internet freedom worldwide.

The European Commission intends to present a revised ePrivacy regulation proposal.  
The Indian Parliament is debating a new data protection bill.

Twitter announced updates to its privacy policy  and launched a Privacy Centre.

Internet disruptions and shutdowns have been recorded in Iraq  and Iran.

Twitter announced a ban on (almost) all political adverts,  while Google is limiting adverts 
to those which use only general data to target audiences.  Facebook is considering limits 
on microtargeting in political advertising.

increasing relevance

New technologies (IoT, AI, etc.)
Australia released a set of AI ethics principles.  Russian President Vladimir Putin called 
for moral rules for human-AI interaction.

The Confederation of Laboratories for AI Research in Europe (CLAIRE), launched in The 
Hague, will focus on human-centred AI.

The German Parliament adopted rules allowing banks to act as custodians for crypto-
currency funds.  The French central bank is looking into the possibility of issuing digital 
currencies.  The EU Council and the European Commission underlined that ‘no global 
“stablecoin” arrangement should begin operation in the EU until the legal, regulatory and 
oversight challenges and risks have been adequately identified and addressed’.

same relevance

increasing relevance

Infrastructure
RIPE Network Coordination Centre (RIPE NCC) exhausted its pool of IPv4 addresses.

The Internet Society announced the selling of the .org registry to private equity firm Ethos 
Capital,  generating concerns over price hikes  and potential human rights implications.

Microsoft plans to adopt the DNS-over-HTTPS (DoH) security standard as a default in 
Windows 10.

The EU Agency for Cybersecurity (ENISA) published a report assessing the threat land-
scape for 5G networks.

same relevance

Jurisdiction & legal issues
A bill  proposed by the US Senate aims to make it illegal for US companies to store user 
data or encryption keys in China.

The US Federal Trade Commission is reportedly expanding its antitrust scrutiny of 
Amazon’s cloud business.

Huawei filed a lawsuit with a US federal court claiming that the Federal Communications 
Commission (FCC) acted improperly in barring rural carriers from using government 
subsidies to buy Huawei equipment.

Net neutrality
A coalition of technology companies and public-interest advocates asked a US Court of 
Appeals to revise a decision that upheld the FCC repeal of net neutrality rules.

decreasing relevance

https://www.freedomonthenet.org/report/freedom-on-the-net/2019/the-crisis-of-social-media
https://www.euractiv.com/section/data-protection/news/commission-to-present-revamped-eprivacy-proposal/
https://www.ft.com/content/df6fd8d4-1bf1-11ea-9186-7348c2f183af
https://blog.twitter.com/en_us/topics/company/2019/privacy_data_protection.html
https://blog.twitter.com/en_us/topics/company/2019/privacy_data_protection.html
https://www.reuters.com/article/us-iraq-protests-internet/internet-access-cut-off-in-much-of-iraq-netblocks-idUSKBN1XE2BK
https://netblocks.org/reports/internet-disrupted-in-iran-amid-fuel-protests-in-multiple-cities-pA25L18b
https://www.washingtonpost.com/technology/2019/10/30/twitter-ban-all-political-ads-amid-election-uproar/
https://blog.google/technology/ads/update-our-political-ads-policy/
https://www.theguardian.com/technology/2019/nov/22/facebook-to-curb-microtargeting-in-political-advertising
https://www.industry.gov.au/news-media/towards-an-artificial-intelligence-ethics-framework
https://tass.com/economy/1087839
https://techround.co.uk/news/europes-largest-center-artificial-intelligence-opens-in-the-hague/
https://www.coindesk.com/german-banks-allowed-to-sell-and-custody-crypto-assets-from-2020-report
https://cointelegraph.com/news/france-to-test-its-central-bank-digital-currency-in-q1-2020-official
https://www.consilium.europa.eu/en/press/press-releases/2019/12/05/joint-statement-by-the-council-and-the-commission-on-stablecoins/
https://www.ripe.net/publications/news/about-ripe-ncc-and-ripe/the-ripe-ncc-has-run-out-of-ipv4-addresses
https://www.internetsociety.org/news/press-releases/2019/ethos-capital-to-acquire-public-interest-registry-from-the-internet-society/
https://www.itnews.com.au/news/internet-society-sells-org-to-private-equity-firm-534078
https://www.accessnow.org/access-now-calls-on-icann-and-internet-society-to-halt-the-sale-of-org/
https://www.theinquirer.net/inquirer/news/3084056/microsoft--dns-over-https-windows-10
https://www.enisa.europa.eu/publications/enisa-threat-landscape-for-5g-networks?fbclid=IwAR0gK63Nq5v3BTaRtxBHSjo6P-B9GwtGgRYliyK0xMV9_-hWIrsYr11cIkE
https://www.hawley.senate.gov/senator-hawley-introduces-bill-address-national-security-concerns-raised-big-techs-partnerships
https://www.reuters.com/article/us-amazon-com-cloud-ftc-idUSKBN1Y9031?taid=5de8914d16deae000192f952&utm_campaign=trueAnthem%3A+Trending+Content&utm_medium=trueAnthem&utm_source=twitter
https://apnews.com/042c17452f8d42938698e7b07a639613?utm_medium=AP&utm_source=Twitter&utm_campaign=SocialFlow
https://telecoms.com/501394/net-neutrality-argument-reappears-with-another-court-appeal/
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In focus

Berlin 2019: The dawn of a new IGF?
The Internet Governance Forum (IGF) convened for the 14th time between 25 and 29 November 2019 
in Berlin. Under the theme One World. One Net. One Vision, the event brought together a record number 
of more than 3000 participants to discuss not only the most pressing Internet and digital policy issues 
of the day but also the future of the IGF itself.

Data governance, digital inclusion, safety and 
security

IGF 2019 revolved around three main themes: data 
governance; digital inclusion; and safety, security, 
stability, and resilience. This clear thematisation led 
to more focused and productive discussions, and sev-
eral key takeaways emerged.

Debates over data governance focused on two com-
peting needs: for the free flow of data across borders 
and for data localisation. Some argued for the impor-
tance of free data flows on the grounds that they play 
an essential role in enabling economic and societal 
development. Others emphasised political, security, 
and economic concerns to advocate for the prioritisa-
tion of data localisation policies. But possible routes 
out of this apparent binary also emerged. Constructive 
data governance solutions can be reached by distin-
guishing between types of data (e.g. personal, scien-
tific, public) and the different safeguards and policies 
they require. This approach offers the possibility of 
governance frameworks that better reflect the differ-
ing needs of individuals, research organisations, busi-
nesses, and governments.

Discussions on digital inclusion began by acknowledg-
ing that a holistic approach is needed: inclusion starts 
with ensuring access to networks and devices but 
also requires much more. Community networks, pub-
lic-private partnerships, and financial incentives are 
some of the measures that can contribute to building 
truly resilient infrastructures. Once they are in place, 
further policies and initiatives are needed to promote 
affordable access, education, financial inclusion, gen-
der equality, and the availability of online content in 
local languages and scripts. Furthermore, meaning-
ful digital inclusion will not have been achieved until 
users are able to use technology in ways that best 
address their needs (e.g. for information, education, 
economic opportunities, etc.)

The role of cyber norms in ensuring the security and 
stability of cyberspace dominated the discussions of 
cybersecurity. Voluntary norms can help to foster 
(more) responsible behaviour of states and other actors 

in cyberspace. But there are concerns about duplication 
of efforts across multiple forums, limited participation 
on the part of some actors, and the lack of institutional 
mechanisms to monitor and report on compliance. And 
while there was agreement that in theory international 
law applies to the behaviour of states in cyberspace, 
more work will be required in understanding and 
agreeing on what this means in practice.

Making cyberspace safe and stable is a joint responsi-
bility. Responsible state behaviour is a clear necessity, 
but so are adequate laws, regulations and policies; 
the implementation of security standards within dig-
ital infrastructures, services, devices, etc; cyberse-
curity awareness and competence among end-users; 
and cross-stakeholder co-operation. Approaches to 
cyber-stability must balance measures to increase 
cybersecurity with the need to protect human rights, 
ethics, and trust.

From trustworthy AI to empowering SMEs

While these three themes were the focus of most ses-
sions at IGF 2019, many others were touched on. GIP 
session reports and data analysis revealed other key 
areas of discussion and the takeaways they gener-
ated. Below are some of them; for a more compre-
hensive overview, check out our summary in the IGF 
2019 Final Report.

• We must foster the development and deploy-
ment of trustworthy AI systems that benefit all. 
Applying principles such as inclusivity, transpar-
ency, and explainability, and ensuring compli-
ance with established human rights frameworks, 
are required if we are to ensure that AI does not 
widen digital divides and social inequalities.

• More decisive action is needed to keep children 
safe online and empower them to exercise their 
digital rights. Possible measures include edu-
cational programmes, technical tools such as 
parental controls, and strengthened regulations 
to protect minors. Similarly, the online needs of 
women, gender minorities, and persons with dis-
abilities deserve more attention from companies 
and regulators.

https://dig.watch/igf2019_Final_Report


7Digital Watch Newsletter

• While many agree that cyberspace would bene-
fit from more regulation in areas such as digital 
rights, cybersecurity, and illegal online content, 
how to regulate efficiently remains an open ques-
tion. Regulations need to balance the rights and 
interests of different actors (e.g. protect users’ 
rights, while also encouraging innovation), respect 
democratic principles, and be based on inclusive 
and multistakeholder policy-making processes.

• Maximised interoperability and harmonisation 
between national legal and regulatory frame-
works are needed to prevent (more) fragmen-
tation in cyberspace. This would also bring 
increased legal certainty for businesses and 
facilitate cross-border operations.

• A thriving digital economy is one that empowers 
small and medium-sized enterprises to seize 
the opportunities offered by digital technologies. 
Elements of such an empowering environment 
include access to proper infrastructure (e.g. con-
nectivity, cloud computing, e-payment services), 
access to financing, and tax policies that encour-
age investment.

• In dealing with misinformation and harmful con-
tent online, existing self-regulatory measures 
(e.g. stringent content policies, codes of conduct, 
technical measures such as algorithms to iden-
tify and remove harmful content) are unlikely to 
be fit for purpose. Tech companies are under 
increased pressure to enhance their efforts and 
develop new solutions, but if these prove inade-
quate then governments are ready to step in with 
hard regulation.

The future of the IGF: implementing IGF Plus?

This year’s IGF represented a significant step for-
ward. The more focused programme encouraged 
more in-depth and mature policy discussions. The 
record number of participants and the presence of 
stakeholders usually less well represented (including 
parliamentarians and actors from the global South) 
brought new energy and comprehensiveness to the 
debates. The presence of UN Secretary-General 
António Guterres and German Chancellor Angela 
Merkel demonstrated high-level support for the 
forum. Smooth organisation and remarkable facilities 
contributed to what was a highly successful gathering.

But will the success of IGF 2019 be enough to ensure 
the relevance of the IGF in the fast-evolving Internet 

governance and digital policy ecosystem? The answer 
is very likely not, especially considering that the 
forum did not achieve significant visibility outside its 
own circles. As a result, it is unlikely that the event’s 
outputs (e.g. messages, chair summary, best practice 
forums outcomes) will be broadly discussed in corpo-
rate boardrooms or government cabinets worldwide.

Implementing elements of the IGF Plus model pro-
posed in the report of the UN Secretary-General’s 
High-level Panel on Digital Cooperation could be a 
solution. This model prompted considerable discus-
sion in Berlin and received broad support as the most 
appropriate way forward, towards not only a robust 
and relevant IGF but also more generally a strength-
ened framework for international digital cooperation.

More discussions are needed on the implementation 
of the IGF Plus model. How to preserve the multis-
takeholder vibrancy and openness of annual meet-
ings while producing more tangible outputs? Can the 
IGF issue policy recommendations without becoming 
a decision-making body? Where will the funds needed 
to support an IGF Plus come from? If these and other 
questions are addressed with responsibility, care, and 
urgency, we may see elements of a new IGF next year 
in Katowice.

In focus

The GIP Digital Watch observatory provided just-
in-time reporting from IGF 2019. Visit the ded-
icated space – dig.watch/igf2019 – to access 
reports from almost all sessions, Daily Briefs 
summarising the 
discussions, data 
analysis, video inter-
views, and a final 
IGF 2019 report. The 
just-in-time report-
ing initiative was 
carried out in collab-
oration with the IGF 
2019 host country, 
the Internet Society, 
the Swiss authori-
ties, and ICANN.

The Final Report is prepared by the Geneva Internet Platform (GIP) and DiploFoundation, with the support of the IGF 2019 host country,  
the Swiss authorities, the Internet Society, and ICANN.

#DWreports
#IGF2019

Commentary: Reflecting on IGF 2019

Record participation, engaging discussion, and smooth 
organisation: The 14th Internet Governance Forum (IGF) 
in Berlin (26–29 November 2019) was defined by these 
achievements. 

The remarkable hospitality included spacious facilities, 
creative coffee corners, and a variety of cultural pro-
grammes that marked a memorable experience for the 
3 679 participants in situ. Another 2 952 participants joined 
online and enriched the collective dialogue at the IGF, thanks 
to advanced conference technology.

At IGF Berlin, we witnessed the maturation of digital policy 
discussions. The dialogue on data governance took the next 
step, moving from the lazy analogy that ‘data is the new oil’, 
to deep reflections on the responsibilities of citizens, com-
panies, and countries in collecting and using data. 

On cybersecurity, the global norms for the protection of 
critical infrastructure were top of mind, as many came well-
prepared to advance the debate on this issue. 

Continued on page 2
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dig.watch/igf2019
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Data analysis

In previous editions of this newsletter, we looked at 
the protection and violation of human rights online. 
Some of the issues we considered were the data pro-
tection investigations launched under the EU General 
Data Protection Regulation (GDPR),  and the current 
state of play regarding Internet shutdowns.  This 
issue addresses another topic that may affect us all in 
one way or another: data breaches.

Data as a resource

Data is now regarded as the world’s most valuable 
resource. Humans are creatures that always seek to 
use metaphors from the tangible world to represent 
and understand new ideas and disciplines, and our 
approach to data is no different. Oil,  bacon,  gold  
are just some of the many analogies that have been 
used to evoke its value to society and the economy. 
Another is the image of the ‘data tsunami’,  describ-
ing both the flood of information to which we are all 

exposed and the increasing availability of our own 
personal and sensitive data online. Yet another is 
nuclear waste, a bleak analogy that nevertheless fits 
perfectly: like nuclear waste, once data leaks ‘it is dan-
gerous, long-lasting and ... there’s no getting it back’.

Protecting data from breaches

In our increasingly digitalised society, personal data 
is collected, stored, and processed in a wide range of 
spheres. Governmental agencies store and process 
personal data in the contexts of healthcare, social 
security, tax collection, and educational systems, 
among others. Companies and organisations process 
the personal data of employees and contractors. And 
Internet companies collect and use personal data in 
ways of which we are sometimes not even aware.

Many jurisdictions around the world have legal and 
regulatory frameworks in place for the processing of 
personal data, obliging organisations to meet certain 
standards in the confidentiality and integrity of their 
systems. The GDPR is increasingly perceived as set-
ting the standard for the protection of personal data 
and privacy in general, and it has inspired similar 
frameworks worldwide. These include the Californian 
Customer Privacy Act as well as Indian legislative 
efforts in these areas.

But what is the reality? How safe is our data from 
breaches and unauthorised disclosure?

Data breaches in 2019

Even though it is hard to pinpoint the exact number of 
data breaches, given that they are not always reported, 
according to our analysis the cybersecurity landscape 
witnessed more than a hundred incidents over the 
course of 2019 (information was gathered from a vari-
ety of online sources including Have I Been Pwned  
and Selfkey ). Our conclusion is that around 10 billion 
records have been publicly exposed, which represents 
almost a 100% increase over 2018.  The research firm 
Risk Based Security corroborates this, calling 2019 the 
‘worst year on record’ for data breaches.

The largest data leakages came from unknown 
sources, amounting to a total of approximately 3 980 

All I want for Christmas is … Data
With only a couple of days between us and 2020, the time has come to reflect on the year nearly past. 
What better way to do this than to look at the numbers.

Data breaches in 2019
Monthly distribution of a�ected accounts
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https://dig.watch/newsletter/may2019
https://dig.watch/newsletter/julaug2019
https://www.economist.com/leaders/2017/05/06/the-worlds-most-valuable-resource-is-no-longer-oil-but-data
https://www.ibm.com/blogs/business-analytics/data-is-the-new-bacon/
https://www.ceotodaymagazine.com/2018/04/is-data-the-new-gold/
https://www.vox.com/2015/11/6/11620416/metaphors-of-big-data
https://www.theguardian.com/technology/2008/jan/15/data.security
https://haveibeenpwned.com/PwnedWebsites
https://selfkey.org/data-breaches-in-2019/
https://www.csoonline.com/article/3341317/data-breaches-exposed-5-billion-records-in-2018.html
https://www.helpnetsecurity.com/2019/11/14/breaches-2019/
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000 000 exposed records. The industry affected by 
the largest number of data incidents was healthcare, 
which is particularly worrisome. This, however, is not 
the only industry that leaves personal data vulnera-
ble. The majority of exposures – roughly 3 billion – 
originated in social media data breaches.

The chart below depicts 26 industries affected by data 
breaches worldwide. The large majority of incidents 
occurred in the first half of the year, amounting to 69 
incidents, in comparison to 32 in the second.

Data breaches have multiple causes. Sometimes the 
organisations processing the data do not have ade-
quate technical measures in place, rendering their 
systems vulnerable to cyber-attack. Misconfigured or 
inappropriately secured databases, back-ups, and ser-
vices are among the most frequent causes of incidents.

There is also the human factor, often considered the 
largest contributor to failures in cybersecurity overall. 
Data losses, misdelivery, and other types of human 
errors are among the most frequent occurrences of 
this sort. According to data gathered by risk consult-
ing firm Kroll,  90% of all breaches reported to the 
UK Information Commissioner’s Office between 2017 
and 2018 were caused by human error.

Top data breaches in 2019

• US bank Capital One saw the data of more than 
100 million US citizens and 6 million Canadian 
residents stolen by a hacker, including around 
140  000 social security numbers and 80  000 
bank account numbers.

• In India, an unprotected database at the 
Department of Medical, Health and Family 
Welfare exposed the medical records of more 
than 12.5 million pregnant women.

• In the USA, a data breach affecting mobile net-
work operator T-Mobile exposed the data of over 
1 million customers, including names, phone 
numbers, and addresses.

• Another serious incident occurred when data 
analytics firm Ascension left more than 24 mil-
lion financial documents (including names, 
addresses, social security numbers, and bank 
account numbers from financial institutions 
including HSBC Life Insurance, CitiFinancial and 
Wells Fargo) on an unprotected database for two 
weeks.

• Bulgaria’s National Revenue Agency was the 
target of the country’s most serious data 
breach ever, one that compromised sensitive 
information (personally identifiable numbers, 
addresses, income data) of around 5 million 
citizens.

• An attack against online graphic design tool 
Canva affected the accounts of around 139 mil-
lion users, exposing information such as user-
names, email addresses and passwords.

• Marriott hotel group reported a hacking attack 
which affected the records of up to 383 million 
guests (including passport and credit card infor-
mation).

• A Toyota data breach exposed the personal infor-
mation of 3.1 million customers, including name, 
date of birth, and employment information.

Is there a bullet-proof solution to the problem of 
data breaches? Nearly certainly not. As we witness 
more and more incidents year after year, the right 
question to ask is probably not whether but rather 
when an organisation will be affected by a breach. 
This is why organisations should focus their efforts 
not only on preventing breaches but on minimising 
their impact.

As for end-users, it’s high time we rethought our own 
data protection practices. And, wrapping up this year, 
that we perhaps add a new item to our wishlist – more 
privacy in 2020.

Data breaches 2019
Number of a�ected accounts per industry
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https://www.venafi.com/blog/7-data-breaches-caused-human-error-did-encryption-play-role
https://www.cnet.com/news/capital-one-data-breach-involves-100-million-credit-card-applications/
https://www.zdnet.com/article/indian-govt-agency-left-details-of-millions-of-pregnant-women-exposed-online/
https://gizmodo.com/a-whole-bunch-of-t-mobile-prepaid-customers-got-hacked-1840014881
https://topclassactions.com/lawsuit-settlements/privacy/data-breach/879907-ascension-data-breach-reportedly-exposes-the-private-information-of-millions/
https://thenextweb.com/security/2019/07/16/bulgaria-tax-agency-data-leak-hack/
https://marketingland.com/canva-urges-users-to-change-passwords-following-data-breach-affecting-up-to-139-million-users-261693
https://www.cnet.com/news/marriott-says-hackers-stole-more-than-5-million-passport-numbers/
https://www.cpomagazine.com/cyber-security/new-toyota-data-breach-exposes-personal-information-of-3-1-million-customers/
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Policy discussions in Geneva
Each month Geneva hosts a diverse range of policy discussions in various forums. The following updates 
cover the main events in November and December. For event reports, visit the Past Events section on the 
GIP Digital Watch observatory.

Under the theme Time to act: Governments as catalysts for 
business respect for human rights, this conference pro-
vided perspectives from all stakeholders on ongoing and 
future efforts to protect human rights in business activ-
ities. Policy coherence among UN member states and 

benchmarking tools were emphasised as key elements 
in all such endeavours. Online slavery received in-depth 
discussion as a negative consequence of digitalisation 
and it was generally agreed that the issue needs to be 
addressed at local, national, and global levels.

The UN Forum on Business and Human Rights 2019  | 25–28 November 2019

In the context of the centenary of the International 
Labour Organisation (ILO), the summit reflected on 
the pressing need to rethink collaboration processes 
and optimise digital tools for a more inclusive, pro-
ductive, and sustainable future of work. Discussions 
scrutinised how technology is transforming the way 

people work and the skills they need to meet the 
resulting challenges. Debates also touched upon 
technology’s potential to help in reducing existing 
inequalities, including gender disparities in rates 
of employment and the pay gap between men and 
women.

The Future of Work Summit  | 27 November 2019

Organised by the WTO, the conference presented var-
ious sets of use cases of blockchain in international 
trade practices. It discussed how blockchain technol-
ogy can be used in intellectual property (IP) intensive 
industries, and what the international community can 
do in terms of the regulation of blockchain and other 

digital technologies to avoid creating unnecessary 
barriers to trade. The gathering also served as an 
opportunity to discuss the role of international organi-
sations in promoting and developing a regulatory and 
policy framework that allows us to harness the tech-
nology’s potential while mitigating its risks.

Global Trade and Blockchain Forum  | 2–3 December  2019

This week-long conference highlighted both techno-
logy’s capacity to improve the quality of peace and 
its potential to disrupt peace and security. On the one 
hand, innovations in ICT have provided new opportu-
nities for peace mediation. On the other, the cyber 
domain has become a new battlefield, prompting 
many countries to develop cyber military capacities 

both defensive and offensive. This new paradigm in 
international conflict and war raises urgent ques-
tions regarding the application of existing  legal 
mechanisms such as international humanitarian 
law.

Read our report from the conference. 

Geneva Peace Week  | 4–8 November 2019

This conference focused on the uses of digital technol-
ogy in peace mediation and the opportunities and chal-
lenges the tech presents. Traditionally, peace media-
tion has taken place behind closed doors and involved 
a limited number of stakeholders. However, with the 
proliferation of ICTs and other digital technologies, 

there has been a shift towards more open and inclu-
sive approaches. The conference highlighted the 
pressing need to plan how – and to what extent – dig-
ital technology should be integrated into mediation 
processes. Approaching this issue in an effective way 
will require the inclusion of all stakeholders. 

CyberMediation Conference  | 19 November 2019

mailto:https://dig.watch/past-events?subject=
https://www.giplatform.org/events/un-forum-business-and-human-rights-2019
https://graduateinstitute.ch/programmes/future-work-summit
https://www.wto.org/english/res_e/reser_e/workshop_blockchain_21219_e.htm
https://dig.watch/resources/legal-and-humanitarian-challenges-age-cyber-conflict
https://www.giplatform.org/events/geneva-peace-week-2019
https://www.diplomacy.edu/calendar/cybermediation-conference
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Upcoming

The main global digital policy events in January

January

February

20 JANUARY
Geneva Blockchain Congress (Geneva, Switzerland)

The second Geneva Blockchain Congress will 
be themed From Laboratory to Market via Ethics, 
Regulation and Governance, and it will address 
a range of issues under the broad titles: Bank 
& Finance, Deep Tech Evolution, Health & Well-
being, Illicit Trade and Counterfeiting, Public 
Administration, Regulation & Legal Framework, 
Social & Humanitarian Applications, and Supply 
Chain and Logistics. Some of the specific issues 
under discussion will be Facebook’s cryptocurrency 
Libra and stablecoins, privacy, inclusive finance, 
and digital identities.

14–16 JANUARY
IGF 2020 First Open Consultations and MAG 
Meeting (Geneva, Switzerland)

The IGF will start preparations for the next meeting, 
to be held in Katowice, Poland on 2–6 November 
2020. An open consultation with the broader IGF 
community will be followed by a meeting of the 
Multistakeholder Advisory Group (MAG). Discussions 
will focus on the structure of and programme for IGF 
2020, intersessional activities, the role of national 
and regional IGFs, as well as possible future devel-
opments in the IGF’s modus operandi.

22–24 JANUARY
CPDP2020 Data Protection and Artificial 
Intelligence (Brussels, Belgium)

The 2020 edition of the Computers, Privacy and 
Data Protection conference (CPDP2020) will have 
the theme Data Protection and Artificial Intelligence. 
Organised by a consortium of conference part-
ners – including Microsoft, Google, Facebook, the 
European Commission, the Institute of Electrical and 
Electronics Engineers (IEEE), and various academic 
centres of excellence – CPDP2020 will focus on the 
governance and regulation of AI, the impact AI could 
have on human rights and data protection, facial rec-
ognition technology (FRT), and the GDPR.

21–24 JANUARY
World Economic Forum Annual Meeting (Davos-
Klosters, Switzerland)

The 50th World Economic Forum Annual Meeting 
will take as its theme Stakeholders for a Cohesive and 
Sustainable World, and will host a wide range of dis-
cussions on digital technologies in the context of the 
fourth industrial revolution. House of Switzerland in 
Davos will host the formal launch of the Swiss Digital 
Initiative Foundation  and a panel discussion on 
‘How to Govern Digital Interdependence’, as well as a 
session titled ‘Road to Bern’ as part of the build-up to 
the UN World Data Summit in Bern in October 2020.

28–30 JANUARY
International Cybersecurity Forum (Lille, France)

With the title Putting Human Beings at the Heart of 
Cybersecurity, the 2020 edition of the International 
Cybersecurity Forum (FIC) will take as its themes 
international security and stability, the fight against 
cybercrime, operational security, cyber risk manage-
ment, digital trust, and data protection. Co-organised 
by La Gendarmerie Nationale and the European 
Strategic Intelligence Company (CEIS) with the sup-
port of La Région Hauts-de-France, this edition of the 
FIC will for the first time be a three-day session. The 
first day will be dedicated to a trade fair and an ‘ID 
Forum’ focusing on digital identities. The second and 
third days will be dedicated to the main forum.

Here we take a look ahead at the digital policy calendar to highlight the main discussions taking place 
in the next few weeks across the globe.

https://dig.watch/events/geneva-blockchain-congress
https://dig.watch/events/igf-2020-first-open-consultations-and-mag-meeting
https://dig.watch/events/cpdp2020-data-protection-and-artificial-intelligence
https://dig.watch/events/world-economic-forum-annual-meeting-2020
https://digitalswitzerland.com/sdi/
https://roadtobern.swiss/
https://dig.watch/events/international-cybersecurity-forum-2020
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As we looked back over 2019 an unexpected thought occurred: that the best way to understand the 
complex and rapidly evolving world of Internet and digital governance might be not graphs and sta-
tistics but an audio word cloud. Thus with great pleasure, we present to you Digital Watch’s revised 
version of REM’s It’s the end of the world as we know it,  one of the most memorable hits of the decade 
when the Internet really took off. We suggest you sing it loudly in the shower, and add your own verses.

That’s great, it starts with a debate
Talk of change, it’s digital.
Connect me now, I’m lost in space
Include the lost, mind the cost.

Stop the hate, free the press
How can we clean up this mess?
Digital cooperation, awareness, education
Inclusion delusion disability reality.

Compact, convention, fake news, dissension
Relate co-operate exclusion confusion
Shut up shutdown who on earth is this clown?
Connection information cybercrime 
fragmentation.

ISOC ITU IPv6 who are you? 
Copyright who’s left? Gender rights left behind.
Rule of law democracy find sustainability.
Trust trust it’s a must watch it now it’s going bust
Network design Google has it – no, it’s mine!
Cyberwar confrontation community opportunity.
 
It’s the end of the year as we know it,
Gotta keep on working, don’t you blow it.
It’s the end of the year as we know it,
And I feel blind.
(gotta find some time offline)
 
Norms responsibility confidence security
Emerging submerging content dialects
Convergence divergence encryption and children
Ethics, trust, AI, do it now it will fly.

Greta Thunberg, DotOrg, HumAInism, ‘holderism
Development #MeToo Who’s in charge? Wish we 
knew
Stability legality taxes economy
Literacy inequality infrastructure, now you see.

Privacy, dignity, data, data, can’t you see?
Algorithm, sing a song, bias has gotten it all 
wrong.
Technology, possibility, human computer, IoT.
We can do it, find the art. Common good, play the 
part.
IGF Plus Plus good idea, what’s the fuss? 
Listen to us outside, IQ’whalo cannot hide. 
 
It’s the end of the year as we know it,
Gotta keep on working, don’t you blow it.
It’s the end of the year as we know it,
We’re gonna be fine
(See you next year online)


