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1. New cybersecurity declarations and resolutions 
abound

November saw several new declarations and resolutions 
related to security in cyberspace, demonstrating once again 
the prominence of this topic on the international agenda.

At the opening of the global 13th Internet Governance 
Forum (12–14 November),  French President Emmanuel 
Macron launched the Paris Call for Trust and Security in 
Cyberspace, a high-level declaration on developing com-
mon principles for securing cyberspace.  The declaration 
invites signatories to prevent damage to the public core of 
the Internet, and to contain the proliferation of malicious ICT 
tools and practices. More on page 7

In the UN framework, two resolutions on cybersecu-
rity issues were adopted  in the First Committee of the 
General Assembly (UN GA). The first resolution, proposed 
by Russia,  reiterates (with some amendments) the norms 
and principles of responsible state behaviour in cyber-
space outlined in the 2013 and 2015 reports of the UN 
Group of Governmental Experts on Developments in the 

Field of Information and Telecommunications in the con-
text of International Security (UN GGE).  It then calls for the 
establishment of an open-ended working group to further 
develop these norms and the ways for their implementa-
tion, on a consensus basis. The group should involve all 
interested states; hold consultations with business, NGOs 
and academia; and report to the UN GA in autumn 2020.

The second resolution, proposed by the USA,  underlines 
the reports of the UN GGE and calls for the establishment 
of another GGE (with limited participation, based on ‘equi-
table geographical distribution’), mandated to further study 
norms, rules and principles of responsible state behaviour, 
confidence-building and capacity-building measures, and 
how international law applies to the use of ICTs by states. 
The group is to report to the UN GA in autumn 2021.

While several UN member states expressed concerns over 
the fact that two ‘separate, yet similar’ resolutions were 
adopted, others noted that the two proposed processes are 
compatible.  It remains to be seen how the resolutions are 
tackled in the full UN GA.
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This icon indicates that there is more background material in the digital version. Alternatively, visit https://dig.watch for more in-depth information.

Many policy discussions take place in Geneva every month. The following updates cover the main events of the month. 
For event reports, visit the Past Events section on the GIP Digital Watch observatory.

The event took place on 7 November at the Palais des Nations within the context of the 2018 edition 
of Geneva Peace Week.  It discussed how digital technologies impact mediators in their activities, 
exploring the opportunities these technologies offer and the risks they pose.

The event is part of the Cybermediation initiative,  launched earlier in 2018, to respond to the fact that 
conflicts increasingly have cyber dimensions and to the need for those who work to prevent conflicts 
to catch up with this trend. In particular, the discussion tackled the application of AI, social media plat-
forms, and the engagement of the private sector in peace mediation.

Cybermediation: 
The impact of 

digital technologies 
on the prevention 
and resolution of 
violent conflicts

UN Forum on 
Business and Human 

Rights

The 7th edition of the UN Forum on Business and Human Rights took place on 26–28 November,  
and featured discussions on topics related to the Guiding Principles on Business and Human Rights: 
Implementing the United Nations ‘Protect, Respect and Remedy’ Framework.

The Forum addressed different technology-related issues, with specific events on disruptive tech-
nology, on the role of tech companies in the protection of human rights, and on the application of 
blockchain to scale up the principle of due diligence. The two discussions on disruptive technology 
covered issues related to the protection of human rights in the context of the ongoing developments 
in automation and AI.

Other events addressed the responsibilities of the private sector in ensuring the protection of human 
rights and advocating for stronger public policy deliberations within governments. Finally, the use 
of blockchain was explored as an application to scale up human rights due diligence in the case sce-
narios of supply chains.

Public 
International 
Law Day 2018

The event, on 27 November,  was organised by the Directorate of International Law of the Federal 
Department of Foreign Affairs, in co-operation with the Geneva Internet Platform. It focused on the 
application of international law in cyberspace.

Digital transformation and cybersecurity featured as main topics of discussion. To achieve an inclu-
sive, free, and stable digital environment as a paradigm of peace and security and respect for human 
rights, innovative approaches are needed to face these digital developments. The event addressed 
the current challenges posed by digital transformation and cybersecurity threats, with a multi-disci-
plinary approach involving perspectives from the foreign policy and diplomatic field, the technology 
field, and the legal field.

DIGITAL DEVELOPMENTS IN GENEVA

GENEVA

The event took place on 1 and 2 November  within the framework of the ‘Geneva Dialogue on 
Responsible Behaviour in Cyberspace’ project which analyses the roles and responsibilities of states, 
industry actors and civil society, and academic and tech communities in contributing to greater secu-
rity and stability in cyberspace.

The discussion identified good practices and possible gaps in existing efforts and put forward rec-
ommendations for overcoming such gaps. The dialogue complements existing initiatives and aims to 
provide additional insights and recommendations on how different actors can contribute to greater 
stability and security in cyberspace.

The first in a series of webinar discussions on responsible behaviour in cyberspace was held before 
the workshop,  with the remaining ones scheduled for the first half of December. A final report is 
expected to be published by the end of the year.

Expert workshop 
on the ‘Geneva 

Dialogue on 
Responsible 
Behaviour in 
Cyberspace’
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Also in the field of responsible behaviour in cyberspace, the 
Global Commission on the Stability of Cyberspace proposed six 
new norms.  These proposals encourage state and/or non-state 
actors to avoid tampering with products and services, refrain 
from commandeering ICT devices into botnets, create transpar-
ent frameworks to assess when and whether to disclose vulner-
abilities, promote cyber hygiene, reduce and mitigate significant 
vulnerabilities, and refrain from offensive cyber operations.

Within the EU, the European Commission adopted an updated 
version of the EU cyber defence policy framework,  which 
identifies six priority areas for cyber defence: development 
of cyber defence capabilities, protection of the EU Common 
Security and Defence Policy, communication and informa-
tion networks, training and exercises, research and tech-
nology, and civil-military and international co-operation.

In Asia, member states of the Association of Southeast Asian 
Nations (ASEAN) issued two joint statements on cybersecurity-
related co-operation: one with Russia,  and one with the USA.  
Both declarations touch on the need to promote and elaborate 
on already proposed norms of responsible behaviour of states 
in cyberspace and to tackle the use of ICTs for terrorist purposes.

With so many new declarations, the real test will be in their 
implementation.

2. Calls for ethical considerations in development 
of artificial intelligence systems

Fast developments in artificial intelligence (AI) have pushed 
discussions to the mainstream. Not only are policymakers 
and technologists discussing the issues surrounding AI, but 
so are citizens. The discussions have now entered a new 
domain, with a focus on ethical considerations.

‘There can be no AI [...] if reflection with an ethical dimen-
sion is not conducted’, the French President noted during the 
IGF. Macron spoke  about his intention to ‘spearhead’ the 
creation an intergovernmental initiative on AI, similar to the 
Intergovernmental Panel on Climate Change. The panel should 
co-operate with civil society, scientists, and innovators, and 
reflect on the ethical, tehnical, and scientific dimensions of AI.

Many IGF sessions reflected on the need to consider ethical 
principles in the design and use of AI. For AI applications to be 
‘pro-people’, ethical aspects have to be carefully considered. 
However, several open questions remain: Which ethical con-
cepts are we actually looking at, considering that there is no 
universal agreement on what is ethical? Can we really embed 
ethics into code? And who should bear the main responsibility?

Another thread of discussions focused on the relation 
between ethics and law. While some ethical rules are codi-
fied into law, they should not be seen as a substitute for 
legislation. When we look at how to ensure AI is pro-peo-
ple, we should take into account both ethical principles and 
legal frameworks.

This issue was also raised by the UN Rapporteur on extreme 
poverty and human rights, Prof. Philip Alston. In a recent 
statement,  he drew attention to the limitations of ethical 

frameworks, rooted in the fact that there are no generally 
agreed definitions of ethical concepts. Human rights, how-
ever, are embedded in law. This is why the use of AI ‘needs 
to be bound by the rule of law and not just an ethical code’.

The underlying message of all these discussions is that we 
should look more carefully into how to practically ensure 
that AI applications are consistent with both law and ethics.

3. The gig economy in focus again

There is a growing realisation that existing rules are not 
reflecting the realities of the changing labour market. A report 
released by the Organisation for Economic Co-operation 
and Development (OECD) on The Future of Social Protection,  
shows that work patterns are increasingly deviating from the 
traditional model of a full-time dependent employee towards 
self-employment or the ‘gig worker’ pattern. Because tradi-
tional social protection systems were designed for the for-
mer model, they may not be adequate to protect workers in 
the ‘gig economy’.

Governments are increasingly becoming aware of the need 
to adapt their regulations to the changing work environment. 
The UK, for example, is expected to publish new rules on 
the future of work,  to include, among others, an extension 
of employment rights to self-employed gig economy work-
ers. The UK’s approach towards regulating work in the gig 
economy is expected to have a significant impact on other 
economies, especially in Europe.

One of the issues that continues to generate controversy is 
the status of gig workers: Are they employees or independent 
contractors? In a recent case from Australia, the food deliv-
ery company Foodora was taken to court over classifying a 
rider as an independent contractor. The Australian Fair Work 
Commission ruled that the rider was working for Foodora and 
his work was not an independent operation.  The company 
has finally admitted that their riders were more likely to be 
employees than independent contractors.

This judgment can impact the workforce classification in 
other gig economies around the world, including in relation 
to Uber Eats and Deliveroo (food delivery services), but also 
other sectors of the gig economy.

ANALYSIS

DIGITAL POLICY TRENDS IN NOVEMBER
Continued from page 1

 Credit: Mark Warner
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OBSERVATORY

DIGITAL POLICY: DEVELOPMENTS IN NOVEMBER

During Paris Peace Week, French President Emmanuel Macron launched the Paris Call for Trust 
and Security in Cyberspace,  a high-level declaration on developing common principles for secur-
ing cyberspace. More on page 7.

Facebook and Google have signed Tim Berners-Lee’s Contract for the Web, which appeals to gov-
ernments, companies, and netizens to improve Internet accessibility, privacy, and confidentiality of 
user data, and to keep the Internet free and safe.

Global IG
architecture

increasing relevance

The UN GA’s Third Committee adopted a resolution on the right to privacy in the digital age,  which 
calls on states to prevent privacy violations, and on businesses to inform users ‘in an intelligible 
and easily accessible’ manner about the collection, use, sharing, and retention of their data (includ-
ing biometrics) that may affect their right to privacy.

Freedom House’s report Freedom on the Net 2018: The Rise Of Digital Authoritarianism shows that 
Internet freedom has declined for the eighth consecutive year.

Facebook announced it will appeal the UK’s Information Commissioner’s Office’s fine over the 
Cambridge Analytica scandal.

Google’s takeover of UK-based AI lab Deepmind has raised concerns over the company’s future 
access to patients’ health data collected from UK’s National Health Service (NHS).

Digital rights

increasing relevance

The workforce landscape is changing with the gig economy, and traditional social protection sys-
tems may no longer be adequate, according to a new OECD study.  New rules for the gig economy 
are expected in the UK,  while in Australia, the Fair Work Commission ruled that a driver for a food 
delivery company was an employee, and not an independent contractor.

Economic ministers at the 33rd ASEAN Summit agreed on new e-commerce rules that aim to 
facilitate cross-border transactions and promote confidence in the use of e-commerce.

The fourth largest cryptocurrency, Bitcoin Cash, which emerged from a Bitcoin fork in August 2017, 
has split further, following a dispute over its consensus mechanisms.  Visa will be deploying a 
blockchain-based digital identity system for cross-border payments.

E‑commerce
& Internet
economy

same relevance

Two new resolutions on cybersecurity issues – one proposed by Russia  and one by the USA,  – 
have been adopted by the First Committee of the UN GA.  More on pages 1-3.

The Global Commission on the Stability of Cyberspace (GCSC) has proposed six new norms for 
state and non-state behaviour in cyberspace.  According to its Commissioners, the GCSC may still 
work on the development of a few additional norms, but will now put more focus on exploring ways 
to steer other processes with its proposed norms.

The EU has updated its cyber defence policy framework,  which now identifies six priority areas, 
such as the the development of cyber defence capabilities, promoting civil-military co-operation 
and international co-operation, and developing research and technology capacities.

Security

increasing relevance

During the International Telecommunication Union (ITU) Plenipotentiary Conference (ITU-PP18), 
member states approved a revised resolution on the use of ICTs to bridge the digital divide.  The 
ITU is to continue its task of preparing indicators for measuring the digital divide, collecting statisti-
cal data, and measuring the impact of ICTs.

The OECD’s latest report on Bridging the Digital Gender Divide: Include, Upskill, Innovate  reconfirms 
that women have less access to technology, services, and educational opportunities in information 
technology than men.

Sustainable
development

same relevance

The monthly Internet Governance Barometer tracks specific Internet governance (IG) issues in the public policy debate, 
and reveals focal trends by comparing issues every month. The barometer determines the presence of specific IG issues 
in comparison to the previous month. Read more about each update.

https://www.diplomatie.gouv.fr/IMG/pdf/paris_call_text_-_en_cle06f918.pdf
https://contractfortheweb.org/
http://undocs.org/A/C.3/73/L.49/Rev.1
https://freedomhouse.org/report/freedom-net/freedom-net-2018
https://www.theguardian.com/technology/2018/nov/21/facebook-appeal-against-information-commissioners-office-fine-cambridge-analytica
https://www.theverge.com/2018/11/14/18094874/google-deepmind-health-app-privacy-concerns-uk-nhs-medical-data
http://www.oecd.org/els/the-future-of-social-protection-9789264306943-en.htm
https://www.theguardian.com/business/2018/nov/08/gig-economy-workers-rights-to-be-given-boost-in-overhaul
https://www.fwc.gov.au/documents/decisionssigned/html/2018fwc6836.htm
https://www.straitstimes.com/asia/se-asia/asean-ministers-ink-deal-to-grow-e-commerce-as-summit-starts
https://www.forbes.com/sites/geraldfenech/2018/11/16/bitcoin-cash-forks-mayhem-on-the-markets/#78f90c3e77ed
https://www.businesswire.com/news/home/20181021005039/en/Visa-Readies-B2B-Connect-Market?linkId=58522971
http://undocs.org/A/C.1/73/L.27/Rev.1
http://undocs.org/A/C.1/73/L.37
https://www.un.org/press/en/2018/gadis3619.doc.htm
https://cyberstability.org/research/singapore_norm_package/
https://dig.watch/sessions/global-commission-stability-cyberspace-0
http://data.consilium.europa.eu/doc/document/ST-14413-2018-INIT/en/pdf
https://www.itu.int/web/pp-18/en/article/highlights-16-november-2018
http://www.oecd.org/going-digital/bridging-the-digital-gender-divide.pdf
https://dig.watch/updates
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Elon Musk’s SpaceX has received approval by the USA’s Federal Communications Commission 
(FCC) to send over 7000 very low Earth-orbit satellites to provide global Internet connectivity from 
space.

A resolution on self-driving cars by the UN Economic Commission for Europe (UNECE) makes sev-
eral recommendations for automated driving systems and their users.

Infrastructure

increasing relevance

Parliamentarians from countries forming part of the International Grand Committee on 
Disinformation and Fake News have signed a declaration on the Principles of the Law Governing 
the Internet.

France has reached an agreement with Facebook to allow government officials to monitor the 
company’s hate speech policies and removal procedures.

An Indian High Court ruled that an e-commerce platform is liable for counterfeit goods sold on its 
platform, even though the items are sold by third parties.

Jurisdiction &
legal issues

increasing relevance

AT&T CEO is urging the US Congress to pass net neutrality laws in order to avoid a patchwork of 
state legislation.

US senators have asked major wireless carriers for a written statement regarding throttling of 
video services.

Net neutrality

decreasing relevance

For more information on upcoming events, visit https://dig.watch/events

AHEAD IN DECEMBER

DECEMBER JANUARY

InterCommunity 
Annual Member 

Meeting
(Online)

4 DEC

ICT 2018: Imagine 
Digital – Connect 

Europe
(Vienna, Austria)

4–6 DEC
Africa eCommerce 

Week: Regional 
dialogue

(Nairobi, Kenya)

10–14 DEC

G7 Multistakeholder 
Conference on 

Artificial Intelligence
(Montreal, Canada)

6 DEC

Cyber Initiative 
Tokyo 2018

(Tokyo, Japan)

11–12 DEC

IX Forum 12
(São Paulo, Brazil)

11–12 DEC
OECD Global Forum 

on Digital Security for 
Prosperity

(Paris, France)

13–14 DEC

Countries announce new AI plans. Malta has established a task force to develop a national strat-
egy on AI. The aim is ‘to position Malta among the top 10 countries in the world with an AI policy’.  
Germany will invest €3 billion in research and development by 2025.  The UAE has established a lab 
to develop regulations that will govern the use and applications of AI, 3D printing, and other emerg-
ing technologies.

The Committee of Ministers of the Council of Europe calls on member states to evaluate the impact 
of algorithmic systems on human rights and fundamental freedoms.  A second document warns 
about the ‘manipulative capabilities’ of algorithmic processes, and the risks of using large amounts 
of personal data for such process.

The UN Special Rapporteur on extreme poverty and human rights has called for more transpar-
ency around AI.

New
technologies 
(IoT, AI, etc.)

increasing relevance

https://www.zdnet.com/article/spacex-approved-to-send-over-7000-satellites-into-orbit/
https://www.unece.org/fileadmin/DAM/trans/doc/2018/wp1/ECE-TRANS-WP1-165e.pdf
https://www.parliament.uk/business/committees/committees-a-z/commons-select/digital-culture-media-and-sport-committee/news/declaration-internet-17-19/
https://www.washingtonpost.com/technology/2018/11/12/facebook-will-let-french-regulators-study-its-efforts-fight-hate-speech/?utm_term=.49921c6e68ea
http://164.100.128.47:8080/FreeTextSearch/temp/180687184_0.pdf#page=3
https://www.wsj.com/video/is-data-privacy-regulation-inevitable/68558AC7-BCC8-4175-94A0-1016B6DB6C28.html
https://www.markey.senate.gov/imo/media/doc/Wehe%20Throttling%20Letter.pdf
http://dig.watch/events
https://dig.watch/events/intercommunity-annual-member-meeting
https://dig.watch/events/ict-2018-europe
https://dig.watch/events/africa-e-commerce-week
https://dig.watch/events/g7-multistakeholder-conference-artificial-intelligence
https://dig.watch/events/cyber-initiative-tokyo-2018
https://dig.watch/events/ix-forum-12
https://dig.watch/events/oecd-global-forum-digital-security-prosperity
https://malta.ai/malta-ai/our-vision/
https://www.dw.com/en/germany-launches-digital-strategy-to-become-artificial-intelligence-leader/a-46298494?maca=en-EMail-sharing
https://www.thenational.ae/uae/uae-to-develop-laws-to-govern-self-driving-cars-and-artificial-intelligence-1.790555
https://rm.coe.int/draft-recommendation-on-human-rights-impacts-of-algorithmic-systems/16808ef256
https://rm.coe.int/draft-declaration-on-the-manipulative-capabilities-of-algorithmic-proc/16808ef257
https://www.ohchr.org/EN/NewsEvents/Pages/DisplayNews.aspx?NewsID=23881&LangID=E
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For generations, people in the global south acquired iden-
tity culturally. In some places, children get their first identity 
during their naming ceremony while others acquire their 
permanent names after initiation rites. In modern states, 
individuals take state identification in order to access gov-
ernment services such as passports, social welfare, and 
higher education. State-backed identification is integral to 
accessing services provided by non-state actors.

For example, those without identification documents can-
not access banking services. New digital means of identi-
fication,  such as mobile phone numbers, are expanding 
traditional notions of financial inclusion. Under the World 
Bank’s Identity for Development  (ID4D) low and middle 
income countries are rolling out nationwide digital identi-
fication systems.

Demand for identification services is on the rise. This is 
partly driven by the aspiration to account for every per-
son on Earth under the sustainable development goals 
(SDGs) as reflected in the theme ‘leave no one behind’. But 
a gap has been identified in delivering the SDGs: Over half 
of the world’s population, found in the global south, is not 
identified.

What are digital identities for?

Identification can assist states better plan for their needs. 
With the interconnectedness provided by digital technolo-
gies, states can analyse identified individuals, anticipate 
their needs, and apply available resources to meet those 
needs most efficiently. Coupled with developments such as 
mobile telephony and digital footprint tracking, states can 
also build comprehensive profiles on the social, political, 
and economic behaviours of their people. Such information 
can be applied in planning for future generations, designing 
disaster and emergency response, and building new eco-
nomic activities. The same information could also be used 
for political manipulation, stifling of expression, exclusion 
of dissenters, and other similar motives.

The issues around digital identities

Digital ID can take different forms, with governments 
choosing the extent to which to consolidate data about each 
person. Kenya is integrating its numerous state and private 
identification databases to improve efficiency in delivering 
services that depend on identification. India is creating the 

world’s largest identification registry, Aadhar, that targets 
identifying previously unidentified populations. In China, 
state-issued smart cards record and analyse a person’s 
entire relationship with the government by tracking every 
transaction an individual has with the state. This is used to 
build the person’s social credit.  This model is also referred 
to as ‘a single source of truth’.

If not designed carefully, digital ID programmes can cre-
ate databases that may easily abrogate a citizen’s rights 
to privacy. They are designed to centralise data collection 
and analysis, increasing the risk of misuse of the data, for 
example in unwarranted surveillance. Where data collec-
tion is flawed, sections of citizens (most often the margin-
alised groups) are excluded from the databases and con-
sequential services. The problem is compounded when a 
country does not have a data protection framework.

Aadhar has been challenged regarding data sharing. 
Even with a supreme court order prohibiting the linking of 
Aadhar data with the voters register, investigators recently 
found that India’s electoral commission still accessed and 
related the two registers.

The need for safeguards

Human rights advocates describe these digital ID pro-
grammes as latent tools for state surveillance.  Without 
safeguards, states can abuse the vast knowledge acquired 
from the collection of citizens data through information 
controls.  Vulnerable populations such as refugees and 
those in need of social services from authorities may also 
be misrepresented in the digital registries, in effect deep-
ening existing inequalities. How then can we ensure that 
digital identity protects individuals and groups from harm?

One solution is through shifting the power in digital iden-
tification from the authorities to the person. This can be 
achieved in part through people-centric data protection 
frameworks  that guarantee protection of the right to pri-
vacy, promote responsible data sharing, and ensure infor-
mation security. Research on autonomy promoting digital 
identity is underway.

When it comes to the problems associated with platforms 
storing large amounts of identification information, one of 
the explored solutions relates to a self-sovereign identity 
(SSI) approach. Under SSI, individuals store their own digital 
identification in virtual wallets and produce this identification 
at their own discretion as they navigate online spaces. SSI is 
a departure from a centralised storage of data. Once a user 
acquires SSI, they are solely responsible for choosing where 
to use their digital identification. SSI is based on principles of 
control, access, transparency, persistence, portability, inter-
operability, consent, minimisation, and user protection.

Wherever applied, digital ID converges with the organi-
sation of society. As proponents of the SDGs support the 
adoption of these systems, they ought to also promote digi-
tal ID models that facilitate the flourishing of society and 
are in line with human rights.

DIGITAL IDENTITIES: ISSUES AND CASES
Low and middle income countries are rolling out sophisticated digital identification systems. Will they be a panacea 
for social and economic inclusion, or are they another way to control people’s personal information?

IN-DEPTH

https://globalfindex.worldbank.org/
http://www.worldbank.org/en/programs/id4d
https://www.bbc.com/news/world-asia-china-34592186
https://www.thequint.com/news/law/election-commission-linking-voter-id-aadhaar-without-consent-reveals-rti
https://dig.watch/sessions/future-digital-identity-and-human-rights
https://www.wired.com/story/digital-ids-are-more-dangerous-than-you-think/
https://www.accessnow.org/indias-draft-data-protection-bill-needs-to-do-more-to-stack-up-against-global-standards/
https://www.newamerica.org/future-property-rights/reports/nail-finds-hammer/
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Building on previous documents

Presented as a high-level declaration on developing com-
mon principles for securing cyberspace, the call invites 
stakeholders – states, international organisations, the pri-
vate sector, NGOs – to work together and ‘uphold interna-
tional law in cyberspace, protect rights online, fight against 
destabilising activities and ensure the security of digital 
products’.

The Paris Call takes inspiration from previous documents 
adopted in the context of other Internet governance and 
digital policy processes.

The document builds on language from the Tunis Agenda 
for the Information Society,  outlining that it is the respon-
sibility of states and other stakeholders ‘in their respective 
roles’, to enhance trust, security, and stability in cyberspace.

Without mentioning it specifically, it resonates with the UN 
GGE report of 2013,  in reaffirming that international law 
is applicable to cyberspace. And it emphasises the impor-
tance of norms during peacetime and of confidence-build-
ing measures, thereby implicitly acknowledging the results 
of the UN GGE of 2015.

Lastly, the Paris Call has also partially integrated several 
of the norms proposed by the Global Commission on the 
Stability of Cyberspace.

Commitments to trust and security in cyberspace

The Paris Call condemns ‘significant, indiscriminate, or 
systemic harm’ of cyber-attacks to individuals and critical 
infrastructure in peacetime, and invites support for victims 
during both peacetime and armed conflict. Reflecting on the 
need to strengthen protection against cybercrime, the dec-
laration places the Budapest Convention on Cybercrime  as 
the key tool. It further calls for increased security of prod-
ucts, and recognises the responsibility of key private sector 
actors in this regard.

The Call also outlines the importance of multistakeholder 
co-operation in the development of new cybersecurity 
standards, and encourages ‘responsible and coordinated’ 

disclosure of vulnerabilities. Supporting broad digital co-
operation and enhanced capacity-building efforts, the Call 
relates implicitly to the UN High-Level Panel on Digital 
Cooperation,  and underlines the need for a strengthened 
multistakeholder approach towards cybersecurity and 
trust.

Signatories of the Call commit to working together and 
implementing ‘cooperative measures’ to, among other, 
prevent

• harm to individuals and critical infrastructure.
• damage to the general availability or integrity of the 

public core of the Internet.
• foreign intervention in electoral processes through 

malicious cyber activities.
• ICT-enabled theft of intellectual property for competi-

tive advantage.
• the proliferation of malicious ICT tools and practices.
• non-state actors from ‘hacking-back’ (‘conducting 

offensive cyber operations’ was the term used in pre-
vious versions of the Call, yet replaced, likely because 
this term is used primarily in relation to state conduct).

Other commitments relate to strengthening the security 
of digital products and services, and promoting advanced 
cyber-hygiene for all.

Finally, the declaration calls for the widespread acceptance 
and implementation of international norms of responsible 
behaviour. It is interesting that the term ‘development of 
norms’ has been removed in the final draft, possibly signal-
ling diminished support for developing further norms.

What’s next?

Hundreds of governments and other entities – including 
most European countries, the lead Internet industry, the 
Internet Corporation for Assigned Names and Numbers 
(ICANN), and the Internet Society – have signed the Paris 
Call.  But beyond the signatories, it is also notable that, out 
of the five permanent members of the UN Security Council, 
China, Russia and the USA are yet absent.

As outlined at the end of the Call, the signatories will recon-
vene and assess the progress during the Paris Peace 
Forum (PPF) in 2019, as well as during the IGF 2019 in 
Berlin. This is signalling that the PPF will continue, but also 
that signatories of the Paris Call do not intend to duplicate 
efforts, but rather to feed in/be in sync with the IGF pro-
cess, something appreciated by a number of signatories.

It is also worthwhile mentioning that Macron even sug-
gested, in his IGF speech, that the IGF be entrusted with 
monitoring the evolution of the Paris Call’s text, recording 
the supporters, and identifying the co-operation initiatives 
and measures necessary to reach its goals. Whether the 
IGF actually takes up this role is to be seen.

UNDER THE BONNET OF THE ‘PARIS CALL’
When he presented the Paris Call for Trust and Security in Cyberspace  at the IGF in Paris last month, President 
Macron said that cyberspace has become a place of conflict, and the response to this challenge should not be limited 
to defence, but should also incorporate ‘law and co-operation’. So what is the Paris Call inviting stakeholders to do?

IN FOCUS

http://www.itu.int/net/wsis/docs2/tunis/off/6rev1.html
http://www.un.org/ga/search/view_doc.asp?symbol=A/68/98
http://www.un.org/ga/search/view_doc.asp?symbol=A/70/174
https://cyberstability.org/
https://www.coe.int/en/web/conventions/full-list/-/conventions/treaty/185
http://www.un.org/en/digital-cooperation-panel/
https://www.diplomatie.gouv.fr/IMG/pdf/1_soutien_appel_paris_cle4c5edd.pdf
https://www.diplomatie.gouv.fr/IMG/pdf/paris_call_text_-_en_cle06f918.pdf
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CROSSWORD

In November, much of the Internet 
governance and digital policy com-
munity had its eyes on the 13th IGF 
meeting. The three-day event fea-
tured around 130 sessions in which 
participants from governments, 
intergovernmental organisations, 
technical bodies, and private com-
panies alongside end-users dis-
cussed multiple Internet-related 
issues. Privacy and data protection, 
digital divide, cybersecurity, block-
chain, and AI were only some of the 
topics tackled.

Are you up-to-date with the IGF 
and this year’s discussions? Try 
this crossword and find out. And 
if you want to learn more, visit the 
IGF 2018 dedicated space in the 
Digital Watch observatory  where 
you will find reports from almost 
all sessions, daily summaries of 
the discussions, and a final report 
rounding up the issues that mat-
tered most.

THE IGF IN A NUTSHELL

Published on Tuesday, 27th November, 2018

FINAL REPORT FROM THE 
13th INTERNET GOVERNANCE FORUM dig.watch/igf2018

The IGF 2018 Report is prepared by the Geneva Internet Platform with support from the IGF Secretariat, ICANN, the Internet Society, and DiploFoundation

The IGF will need to adapt quickly in order to remain relevant 
in the fast changing digital world. This was the writing on 
the ‘IGF wall’ in keynote addresses, workshops, and corridor 
discussions.

For the first time in the IGF’s history, the annual meeting 
was presided over by both the host country’s head of state 
and the UN Secretary-General. In sharp contrast with this 
officialdom, government representation was low compared 
to civil society and the business community. The Secretary-
General encouraged the IGF to reach out to governments, in 
particular those from developing countries.

One of the potential reasons for dwindling government par-
ticipation is that the IGF ‘needs to produce more than just 
debate and reflection’.  Last year, the IGF made a step for-
ward by gathering conclusions of discussions in the form of 
Geneva Messages. This year, French President Emmanuel 
Macron made the following proposals for the IGF reform:

• The IGF needs to reform, according to Macron, ‘to become 
a body producing tangible proposals’. Switzerland, 
France, and Germany, as the previous, current, and next 
host, have also been supporting more concrete outputs in 
the IGF deliberations. 

IGF: CHANGE NEEDED TO STAY RELEVANT 

Continued on page 2
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Across
1 The first IGF meeting was held 12 years 

ago in _____________. (6)
3 Many argued that, with the growing 

reach and scope of online platforms, 
the ____-regulatory model is no longer 
enough to ensure that these platforms 
act in line with the interests of end-
users. (4)

5 The IGF intersessional work includes 
dynamic coalitions and best _____ 
forums on issues such as community 
connectivity, blockchain, cybersecurity, 
and AI. (8)

7 Child safety online remained a promi-
nent issue at the IGF, and it was noted 
that measures to protect children in the 
digital space should be put into the con-
text of children’s ____. (6)

9 Although there was a lot of debate in 
Paris about the future of technology, 
one important topic was missing from 
the discussions: the rights of future 
______. (11)

12 This year, the IGF was organised for the 
__________ year. (10)

14 This year’s IGF meeting was opened by 
the UN Secretary General, Mr Antonio 
______. (8)

15 The next IGF (2019) will be held in 
___________, Germany. (6)

16 The IGF draws its mandate from the 
______ Agenda for the Information 
Society, adopted in 2015 in the context 
of the World Summit on the Information 
Society. (5)

Down
2 The interplay between emerging tech-

nologies and ______ was also widely dis-
cussed, with a focus on the need to ensure 
that the young generation is prepared for 
tomorrow’s job market. (10)

3 The discussions around misinforma-
tion and fake news emphasised the need 
for democracies to navigate the tension 
between free ____ and addressing fake 
news. (6)

4 Introduced in 2017 as an innovation within 
the IGF process, the IGF Key ______ out-
line the main takeaways of the discus-
sions around thematic areas. (8)

6 When it comes to cybersecurity, IGF 
stakeholders reiterated the need to 
define rules of ______ in cyberspace. 
(9)

8 The discussions on human rights were 
dominated by issues related to threats 
to freedom of expression and privacy, 
and the persistent _______ digital 
divide. (6)

10 The most prominent issue throughout 
IGF 2018 discussions was AI, and many 
discussions focused on the need to inte-
grate ___________ considerations in 
the design and use of AI systems. (7)

11 One of the underlying messages of IGF 
2018 was that the Forum needs to adapt 
quickly in order to remain _________ in 
the fast-changing digital world. (8)

13 ‘The Internet of ________’ was the over-
arching theme of the Paris IGF. (5)

Across: 1 Athens, 3 Self, 5 Practice, 7 Rights, 9 
Generations, 12 Thirteenth, 14 Guterres, 15 Berlin, 
16 Tunis.
Down: 2 Employment, 3 Speech, 4 Messages, 6 
Behaviour, 8 Gender, 10 Ethical, 11 Relevant, 13 Trust.
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