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1.  UN GGE unable to reach consensus on final 
report

The UN Group of Governmental Experts (GGE), tasked with 
examining cyber-threats and making recommendations,  
was unable to reach consensus on its final report during its 
last meeting on 19–23 June.

Previous reports introduced the principle that existing 
international law applies to the digital space, and devel-
oped norms and principles of responsible behaviour of 
states in cyberspace.  Although the reports are not legally 
binding, they carry significant influence in the field of global 
cybersecurity.

While previous UN GGE reports will remain valid and appli-
cable, the group’s future is uncertain. In its absence, states 
may move more towards bilateral agreements, a trend 
which was particularly prevalent in 2015 and 2016.  

Turn to page 6 for an analysis of the future of the UN GGE.

2. Private sector proposes new cyber norms

The Internet industry is under increasing pressure by gov-
ernments to provide digital information to be used in crimi-
nal investigations and anti-terrorist activities. Traditional 
channels for international cooperation are slow and cum-
bersome. A regular legal process for obtaining digital evi-
dence via Mutual Legal Assistance Treaties (MLATs) may 
take at least ten months. To bring the legal system up to 
speed for the digital era, Google has proposed new norms 
for providing digital evidence to foreign governments.

Google’s proposal would allow law enforcement to request 
digital evidence directly from Internet companies, bypass-
ing the need to go through MLAT channels. According to 
the proposal, this would work only between countries 
that adhere to privacy, human rights, and due process 
standards.

Google’s proposal comes only a few months after 
Microsoft’s proposal for a Digital Geneva Convention,  
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GENEVA DIGITAL DEVELOPMENTS

This icon indicates that there is more background material in the digital version. Alternatively, visit http://dig.watch for more in-depth information.

Artificial intelligence (AI) may have a larger impact than the Industrial Revolution. 
This was the echoing opening message of the summit, held 7-9 June,  which brought 
together AI experts, international organisations, and academics to discuss the possi-
bilities of AI. While the possibilities seem endless, some experts also offered caution-
ary perspectives on the limits and challenges, such as the fact that there is more to 
‘intelligence’ than machines can replicate, and that AI can widen the digital divide.

AI for Good 
Global Summit

The Forum , held 12-16 June, brought together the ICT for Development community, to 
look at how the world is progressing on its way to sustainable development and what 
still needs to be done. There was broad agreement on the fact that information and 
communications technologies (ICTs) and digital solutions can drive progress towards 
the sustainable development goals (SDGs). For this potential to be fully exploited, there 
is a need for enhanced efforts in areas such as deploying infrastructures, building con-
fidence and trust in the use of ICTs, promoting digital literacy and bridging other digital 
divides. The Geneva Internet Platform provided just-in-time reports from the forum. 
Read the session reports, and download the Summary Report.

WSIS Forum 2017

The summit,  held 6–9 June, brought together experts from the Internet of Things (IoT) 
industry and research community, for discussions on current and emerging IoT tech-
nologies, the use of IoT in areas such as smart homes and public buildings, energy effi-
ciency, and connected vehicle services. Other sessions discussed the new challenges 
for network infrastructure that are emerging with the increase in IoT devices. One key 
solution for addressing such challenges lies in speeding up the deployment of Internet 
protocol version 6 (IPv6).

Global Internet of 
Things Summit 
2017

Organised on 14 June by the Graduate Institute of International and Development 
Studies, the event  focused on the issue of fake news and the role confirmation bias 
plays in how we interpret news and information. Fake news comes in many facets, and 
is fast becoming a ‘democratic problem’. Dealing with this at an individual level, critical 
thinking is important, as users should be able to rebut false information. As a society, a 
combination of factors can help address the negative implications of fake news: trans-
parency by Internet companies, education and awareness raising, and adding warn-
ings to sponsored content.

Fake News: 
The Role of 
Confirmation 
Bias in a 
Post-truth  
World

The event,  organised on 14 June, was dedicated to exploring possible solutions for 
ending Internet shutdowns and surveillance around the world. The rise in state-sanc-
tioned denial of access to the Internet and state access to personal data has significant 
implications for human rights. In this context, a call was made for the Human Rights 
Council to provide guidance to member states on the basic minimum of human rights 
online, while private companies were urged to implement the UN Guiding Principles on 
Business and Human Rights .

Digital Access, 
Shutdowns, and 
Surveillance: 
Private Actors 
and Respect 
for Free 
Expression

At its 35th session,  held 6–23 June, the Council discussed, among others, two reports 
related to human rights in the digital environment. The report on the Promotion, protec-
tion and enjoyment of human rights on the Internet: ways to bridge the gender digital divide 
from a human rights perspective,  prepared by the UN High Commissioner for Human 
Rights, contains recommendations to ensure that ICTs are accessible to women on an 
equal basis. The Report of the Special Rapporteur on the promotion and protection of 
the right to freedom of opinion and expression  examines states’ obligation to protect 
and promote freedom of expression online, while focusing on the issues of Internet and 
telecommunications shutdowns, government access to user data, and net neutrality.

UN Human Rights 
Council - 
35th Session

The Research Colloquium,  held on 23 June as part of the Geneva Internet L@w 
Summer School,  gathered young researchers, senior academics, and students 
attending the summer school. Young researchers presented their research projects 
on issues such as AI, autonomous vehicles, trust on the Internet, and consumer protec-
tion. A very vibrant discussion highlighted the impact of these new technological devel-
opments on legal and policy systems. In particular, participants focused on applying 
existing rules to new developments and identifying areas where new legal rules and 
policy approaches are needed.

Geneva Internet 
L@w Research 
Colloquium
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which outlines new cybersecurity norms for governments 
and the Internet industry. The private sector is increasingly 
stepping into a norm-developing role, which was previously 
mainly the ambit of governments. Companies have a stake 
in initiating discussions and proposing solutions on issues, 
such as cybersecurity, that affect their business directly.

3. Governments renew calls for more regulation

Cyber-attacks and terrorist attacks often spur calls for 
action. The London Bridge attack in the UK, on 3 June, trig-
gered a call for more regulation of the Internet.  British 
Prime Minister Theresa May said that new international 
agreements should be introduced to regulate the Internet 
and to deprive extremists of their safe spaces online.

Echoing this call, Australian Prime Minister Malcolm 
Turnbull referred to extremist content and terrorists’ use of 
the Internet and the risks of ‘ungoverned spaces’.  His call 
to strengthen security agencies’ ability to legally compel a 
company to assist with decryption came ahead of the meet-
ing of the Five Eyes (FVEY), a guarded alliance of five coun-
tries (USA, Canada, UK, Australia, New Zealand) formed to 
tackle security issues.

Meanwhile, the UK and France launched a joint campaign 
to combat terrorist content.  Although the UK is already 
working with Internet companies to stop the spread of 
extremist material, May and French President Emmanuel 
Macron agreed that those firms must do more ‘and abide 
by their social responsibility to step up their efforts to 
remove harmful content’.

Internet companies have come under attack for failing 
to adequately address the surge and spread of extrem-
ist content on their platforms.  In response, several ini-
tiatives have been launched, such as Facebook’s Online 
Civil Courage Initiative,  and the Global Internet Forum to 
Counter Terrorism (initiated by Facebook, YouTube, Twitter, 
and Microsoft).

4. Widespread disruptions in Internet access

Blocked access to the Internet was reported in several 
countries throughout June.

Ethiopia blocked access to the Internet across the country 
to counter the risk of national exam papers leaking online.  
Egypt blocked access to more than 50 news websites and 
companies offering virtual private network (VPN) services 
that could help Egyptians circumvent the block.

The Cyberspace Administration of China (CAC) ordered 
Internet companies to shut down close to 60 entertainment 
news accounts.  This is in line with the country’s efforts 
to counter ‘excessive reporting on the private lives of, and 
gossip about, celebrities’.

Among the concerns of the Special Rapporteur on the 
protection and promotion of the right to freedom 
of opinion and expression, outlined in his annual 

report,  is the fact that states are increasingly demanding 
providers of telecommunications and Internet services to 
comply with censorship requests.

5. Court ruling places digital legacies in focus

Two years after social media companies started to intro-
duce specific policies on digital legacy, a controversial 
court judgement placed this issue in focus.

The case concerns the Facebook account of a 15-year-old 
girl who died in 2012 following a train accident. Her par-
ents tried to find out whether the girl was cyberbullied in 
the lead-up to the incident. In 2015, a Berlin regional court 
ruled in favour of the parents, arguing that the contents of 
the girl’s account are analogous to letters and diaries and 
‘can be inherited regardless of their content’. The Appeals 
Court overturned the decision, stating that ‘a contract 
existed between the girl and the social media company and 
that it ended with her death’.

From a legal perspective, three main questions arise:

• Whether the content uploaded to a social media net-
work remains the ownership of the account holder, 
or is transferred to the service provider (and under 
which title).

• Whether succession law – which is generally triggered 
upon the death of a person – applies to such content.

• Which privacy considerations, if any, should apply 
when a deceased person is a minor, or when the con-
tent can affect other minors?

The case, which is expected to continue, brought digital leg-
acies into perspective, including the fact that many jurisdic-
tions do not yet tackle the transfer of digital content when 
a user passes away. In addition, Internet companies have 
their own ways of dealing with content and user accounts 
following the death of a user. The lack of adequate legal 
provisions may soon need to be addressed.

The GIP Digital Watch observatory is currently mapping the 
legal status of digital content across jurisdictions, and the 
treatment of digital legacies by social media networks.

ANALYSIS

DIGITAL POLICY TRENDS IN JUNE
Continued from page 1
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OBSERVATORY

DIGITAL POLICY: DEVELOPMENTS IN JUNE

ICTs and the Internet hold the key to sustainable development and contribute to every area of devel-
opment. The annual WSIS Forum tackled many aspects related to the SDGs, highlighting projects 
and initiatives that are working to attain the goals.

Sustainable
development

same relevance

In its latest meeting, the UN GGE did not reach consensus on a final report (more on page 6 ), while 
Google proposed a new framework that would allow governments to request digital evidence for 
law enforcement investigations directly from Internet companies.

A new ransomware, titled Petya, paralysed institutions worldwide after infecting Windows-based 
systems in more than 65 countries.

The Council of the European Union launched an initiative to develop a Cyber Diplomatic Toolbox
 – a framework for joint diplomatic response by the EU to deter cyber-attacks and respond to 

cyber-threats.

The personal data of almost 200 million US citizens was leaked and uploaded to an Amazon cloud 
server, available to anyone with a direct link.

Security

increasing relevance

The European Commission has fined Google €2.42 billion for non-compliance with EU antitrust rules. 
The Commission said that Google abused its dominant market position as a search engine by giving 
an illegal advantage to its comparison shopping service to the detriment of other similar services.

A New York judge ruled that that former Uber drivers are eligible for unemployment benefits.  China 
adopted guidelines for the sharing economy  – a booming sector which is expected to account for 
around one-tenth of the country’s GDP by 2020.  The guidelines aim to further boost mass innova-
tion and entrepreneurship.  The European Parliament issued clearer guidelines on the collaborative 
economy, with the intention of clarifying open issues.

After months of negotiations, Indonesia and Google reached a tax settlement for 2016,  although the 
figures were not disclosed. As of 1 July, Australia will apply a 10% goods and services tax on digital 
products and services from overseas that are bought in Australia.  Meanwhile, the Canadian govern-
ment rejected a proposal to impose a 5% tax on broadband Internet streaming services.  In Russia, 
Google was blocked for several hours on 22 June in a bid to enforce a tax ruling made in 2016.

E-commerce
& Internet
economy

increasing relevance

The British Prime Minister called for new rules to deprive extremists of their safe spaces online;
 the Australian Prime Minister called for weakening strong encryption;  the UK and France 

launched a joint campaign to combat terrorist content.

Facebook, Microsoft, Twitter, and YouTube formed a Global Internet Forum to Counter Terrorism 
which will develop technological solutions, such as a hash database for extremist content, and 
undertake research to guide policymakers.  The companies will also collaborate with the UN 
Security Council Counter-Terrorism Executive Directorate and the ICT4Peace Foundation to estab-
lish the knowledge-sharing network techagainsterrorism.org.

Global IG
architecture

increasing relevance

The Special Rapporteur on the protection and promotion of the right to freedom of opinion and 
expression published his annual report,  examining the role of states in undermining freedom of 
expression online and other implications for online rights. The report also includes recommenda-
tions for states and private actors.

Ethiopia blocked access to the Internet to counter the risk of national exam papers leaking online.  
The shutdown was meant to prevent a repeat of the 2016 leak of exam questions.

Digital rights

same relevance

https://dig.watch/sites/default/files/GIP_WSIS_Forum_2017_Summary_Report.pdf
https://blog.google/documents/2/CrossBorderLawEnforcementRequestsWhitePaper_2.pdf
https://www.theguardian.com/world/2017/jun/27/petya-ransomware-attack-strikes-companies-across-europe
http://www.consilium.europa.eu/en/press/press-releases/2017/06/19-cyber-diplomacy-toolbox/
http://www.bbc.com/news/technology-40331215
http://europa.eu/rapid/press-release_IP-17-1784_en.htm
https://qz.com/1005254/three-uber-drivers-were-ruled-employees-for-unemployment-purposes-by-new-york-state/
http://english.gov.cn/premier/news/2017/06/21/content_281475693296222.htm
http://www.reuters.com/article/us-china-sharingeconomy-analysis-idUSKBN18P0T2
http://www.chinadaily.com.cn/bizchina/2017-06/22/content_29849032.htm
http://www.europarl.europa.eu/sides/getDoc.do?type=TA&language=EN&reference=P8-TA-2017-0271
http://www.reuters.com/article/us-indonesia-google-idUSKBN1940EM?il=0
http://thenewdaily.com.au/entertainment/tv/2017/06/25/netflix-tax-july-1/
https://dig.watch/updates/justin-trudeau-rejects-netflix-tax
https://themoscowtimes.com/news/google-blocked-for-3-hours-in-russian-tax-dispute-58250
http://www.independent.co.uk/news/uk/politics/theresa-may-internet-regulated-london-bridge-terror-attack-google-facebook-whatsapp-borough-security-a7771896.html
https://www.computerworld.com.au/article/620583/encryption-government-crosshairs/
https://newsroom.fb.com/news/2017/06/global-internet-forum-to-counter-terrorism/
http://techagainstterrorism.org/
http://www.ohchr.org/EN/Issues/FreedomOpinion/Pages/SR2017ReporttoHRC.aspx
http://www.bbc.com/news/technology-40118378
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JULY &
AUGUST

SEPTEMBER

7–8 JULY
G20 Leaders’ 
Summit 2017

(Hamburg, Germany)

3–4 JULY
Security Congress 

APAC 2017
(Hong Kong, China)

11–13 JULY
Aid for Trade Global 

Review 2017
(Geneva, Switzerland)

26–29 JULY
APrIGF 2017

(Bangkok, Thailand)

2–4 AUGUST
LACIGF 10

(Panama City, 
Panama)

3–5 JULY
Fifth Conference of 
the Regulating for 

Decent Work Network 
(Geneva, Switzerland)

10–19 JULY
High-Level Political 

Forum on Sustainable 
Development

(New York, USA)

16–21 JULY
IETF99

(Prague, 
Czech Republic)

26 JULY
Africa DNS Forum 

(Dar es Salaam, 
Tanzania)

AHEAD IN JULY & AUGUST

Researchers from OpenAI and DeepMind have been working on an AI algorithm that learns from 
human feedback, as a way to make AI safer.  Since problems associated with the concept of rein-
forcement learning can be dangerous, the proposed method would rely considerably on human 
feedback.  Meanwhile, a group of UK-based researchers from the Alan Turing Institute have 
argued that current regulations are not sufficient to address issues such as transparency and 
accountability; new rules and guidelines are needed.

Scientists at CERN are deploying AI to protect the CERN grid from cyber-threats. They are working 
with an AI system which is being taught to distinguish between safe and threatening behaviour on 
the CERN network and take action when it detects a problem.

The drone market is growing steadily. In the EU, public-private partnership SESAR JU, which coor-
dinates research on air traffic management, has published the ‘U-space’ blueprint to make the use 
of drones in low-level airspace safe, secure, and environmentally friendly.

New
technologies 
(IoT, AI, etc.)

same relevance

Chinese scientists reported successful quantum satellite communication tests between two points 
1200 km distant from each other.  In the coming years, the highly secure nature of quantum com-
munication could become an alternative to current communication channels.

Airlines are expected to have better Internet connections on board their flights, after Viasat 
launched its new satellite.  Viasat-2 will operate above the Americas and Atlantic Ocean.

Six of the top ten countries leading in IPv6 adoption are European countries, Akamai’s First Quarter 
2017 State of the Internet report shows.  Deployment is also increasing globally, the Internet 
Society reports.

Infrastructure

increasing relevance

In the USA, net neutrality supporters are planning an online protest on 12 July to advocate against 
the plans of the Federal Communications Commission (FCC) to roll back net neutrality rules. The 
‘Internet-wide day of action to save net neutrality’  will involve major Internet companies such as 
Amazon, Mozilla, and Reddit, as well as organisations such as the Electronic Frontier Foundation, 
the World Wide Web Foundation, and Public Knowledge.

Net neutrality

same relevance

The Court of Appeals in Berlin, Germany, ruled that parents of a 15-year-old girl who was killed by 
a train in 2012, have no right to access her Facebook account.  In overturning a 2015 regional court 
ruling in favour of the parents, the court ruled in favour of Facebook, stating that ‘a contract existed 
between the girl and the social media company and that it ended with her death’.

The Supreme Court of Canada ordered Google to globally de-index websites belonging to a firm 
which was unlawfully selling the intellectual property of another company.

Jurisdiction &
legal issues

increasing relevance

For more information on upcoming events, visit http://dig.watch/events

https://dig.watch/events/security-congress-apac-2017
https://dig.watch/events/g20-leaders-summit-2017
https://dig.watch/events/aid-trade-global-review-2017
https://dig.watch/events/high-level-political-forum-sustainable-development
https://dig.watch/events/fifth-conference-regulating-decent-work-network
https://dig.watch/events/ietf-99-prague
https://dig.watch/events/lacigf10
https://dig.watch/events/aprigf-2017
https://dig.watch/events/africa-dns-forum-2017
https://arxiv.org/pdf/1706.03741.pdf
https://www.theregister.co.uk/2017/06/13/openai_deepmind_make_ai_safer/
https://themerkle.com/scientists-want-to-regulate-and-hold-ai-accountable-to-stop-it-from-taking-over/
https://futurism.com/an-advanced-ai-has-been-deployed-to-fight-against-hackers/
https://www.sesarju.eu/sites/default/files/documents/reports/U-space%20Blueprint.pdf
http://www.sciencemag.org/news/2017/06/china-s-quantum-satellite-achieves-spooky-action-record-distance
http://www.bbc.com/news/science-environment-40123180
https://www.akamai.com/us/en/about/news/press/2017-press/akamai-releases-first-quarter-2017-state-of-the-internet-connectivity-report.jsp
https://www.internetsociety.org/doc/state-ipv6-deployment-2017
https://www.battleforthenet.com/july12/
http://www.gerichtsentscheidungen.berlin-brandenburg.de/jportal/portal/t/ur1/bs/10/page/sammlung.psml?pid=Dokumentanzeige&showdoccase=1&js_peid=Trefferliste&documentnumber=1&numberofresults=1&fromdoctodoc=yes&doc.id=KORE242682017&doc.part=L&doc.pr
https://scc-csc.lexum.com/scc-csc/scc-csc/en/item/16701/index.do
http://dig.watch/events
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UN GGE: QUO VADIS?

ANALYSIS

Consensus may not have been reached over the final 
report, yet there was broad agreement among experts on a 
number of points. This is how UN GGE Chair Karsten Geier, 
Head of the Cyber Policy Coordination Staff at the Federal 
Foreign Office of Germany, summed up the outcome of the 
latest UN GGE meeting.

Speaking at the Cyber Week conference in Tel Aviv (25–
29 June),  Geier explained that the agreement related 
to emerging risks (including the use of ICT by terror-
ists), capacity-building measures to be undertaken, and 
confidence-building measures and norms (including 
raising awareness among senior decision-makers, con-
ducting exercises, defining protocols for notifications 
about incidents, warnings when critical infrastructure is 
attacked, and preventing non-state actors from conducting 
cyber-attacks).

There was also a general understanding that there is space 
for further work on a final document. There was no con-
sensus in the GGE at this point on what options states might 
have to respond to cyber-attacks, and if and how to take the 
process further under the UN.

Some believe that the right of states to respond to cyber-
attacks using non-cyber means can act as a deterrent on 
carrying out attacks. According to Christopher Painter, 
the US Coordinator for Cyber Issues at the United States 
Department of State, different options should be discussed, 
including diplomatic notes, economic and even ‘Internet 
connectivity’ sanctions. But a Cuban delegate expressed 
public concerns that this could increase the militarisation of 

cyberspace, and equate cyber-attacks with armed attacks 
as defined by the UN Charter.

As for the future of the process, most experts recognise 
the value of the GGE’s work, yet the Cuban delegate called 
for the creation of an Open-ended Working Group of the 
First Committee of the UN General Assembly. Shanghai 
Cooperation Organisation members, however, prefer to 
remain open to negotiations on an international Code of 
Conduct under the auspices of the UN.

Such a proposal is being openly rejected by the US govern-
ment. The USA believes that the focus should move away 
from developing new norms, to ensuring the adherence by 
states to the agreed voluntary norms, through discussing 
ways to act against misbehaving states. Thomas Bossert, 
the US Assistant to the President for Homeland Security 
and Counterterrorism in the White House, called for con-
sidering options other than just the UN for imposing conse-
quences on cyber-attackers – particularly bilateral agree-
ments and establishing a coalition of like-minded countries.

The UN GGE Chair emphasised that most experts agreed 
they could work further on final changes to the text, and 
underlined that the deliberations are not concluded; there 
are still some options to be explored towards a possible 
compromise.

While there is no doubt that the existing work of the UN GGE 
remains relevant, failure to deliver a consensus report may 
leave the future of the GGE open, and the dialogue on the 
conduct of states in cyberspace unresolved.

The UN GGE was unable to reach consensus on its final report during its last meeting. What did the members 
agree on then, and what does this mean for the future of the UN-mandated group?

https://dig.watch/events/cyber-week-2017
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ARTIFICIAL INTELLIGENCE: MACHINE OVER MIND?

IN FOCUS

Many consider that the official birth of AI as an academic 
discipline and field of research was in 1956, when partici-
pants at the Dartmouth Conference coined the term ‘AI’ and 
talked about the fact that ‘every aspect of learning or any 
other feature of intelligence can be so precisely described 
that a machine can be made to stimulate it.’  From that 
moment on, AI has been continuously evolving and has 
found its use in many areas, from manufacturing and agri-
culture, to online services and cybersecurity solutions.

Implications of artificial intelligence

Technology has an enormous potential to bring positive 
change in society and help address some of the challenges 
we face today. Participants at the AI for Good Summit and 
the WSIS Forum, both held this month in Geneva, talked 
about how AI can help advance the sustainable develop-
ment agenda and identify solutions for problems such as 
crime, poverty, climate change, and hunger.  But they also 
raised concerns over the unintended consequences of AI 
and its impact on the economic, social, and cultural aspects 
of society.

Many debates revolve around the disruptions that AI could 
bring to the labour market. A recent survey conducted 
among machine learning researchers found that, in their 
view, AI will outperform humans in many domains in the 
next 40 years.  This means that tasks currently performed 
by humans will be automated, and some jobs are to become 
obsolete. How can these concerns be addressed? Stopping 
technological progress is not an option, and many agree 
that efforts should be oriented towards better preparing 
the labour force for the new requirements of the world of 
work.

Other concerns are related to safety 
and security. Using AI in real life appli-
cations, such as driverless cars, brings 
into focus the question of human safety. 
Training algorithms to take into account 
multiple factors when making a deci-
sion (much like humans do) remains 
an area of intensive research. In one 
example, researchers from OpenAI and 
DeepMind have been working on an AI 
algorithm that learns from human feed-
back, as a way to make AI safer.

As AI systems involve judgments and 
decision-making, questions have also 
been raised regarding ethics, account-
ability, and transparency. But how can 
discrimination and bias in decisions 
taken by algorithms be avoided? If, for 
example, AI algorithms are used to 
track down extremist or hateful con-
tent online, how do we make sure that 

the algorithms are unbiased when determining what is and 
what is not inappropriate content? And who should be held 
accountable if an AI system does not act as expected?

These are some of the questions that researchers are 
looking into. The Institute for Electrical and Electronics 
Engineers (IEEE) has launched a Global Initiative for Ethical 
Considerations in Artificial Intelligence and Autonomous 
Systems,  aimed at contributing to ensuring that technolo-
gists are educated, trained, and empowered to prioritise 
ethical considerations in the design of intelligent systems. 
Researchers at the University of California, Berkeley, and 
the Max Planck Institute for Informatics have been working 
on developing AI algorithms that can ‘explain themselves’, 
by designing a ‘pointing and justification’ system enabling 
algorithms to point to the data used to make a decision and 
justify why it was used that way.

These are only some of the concerns surrounding AI. The 
good news is that not only researchers, but also govern-
ments, intergovernmental organisations, the private sec-
tor, and civil society are increasingly considering these 
concerns. The Partnership on AI is one example in this 
regard: the initiative, launched in September 2016 by 
Amazon, DeepMind/Google, Facebook, IBM, and Microsoft, 
to develop best practices on AI-related challenges and 
opportunities, has recently expanded to include partners 
such as the United Nations Children’s Fund (UNICEF), the 
Electronic Frontier Foundation, and Human Rights Watch.

Keep track of the latest policy discussions on artificial intel-
ligence: http://dig.watch/ai

Artificial intelligence has been around for many years. Launched as a field of research more than 60 years 
ago, AI is now shaping the so-called fourth industrial revolution. In a two-page special, we look at its implica-
tions for and applications in our daily lives.

https://en.wikipedia.org/wiki/History_of_artificial_intelligence#The_birth_of_artificial_intelligence_1952.E2.80.931956
https://www.diplomacy.edu/blog/wsis-forum-2017-summary-day-5
https://www.diplomacy.edu/blog/wsis-forum-2017-summary-day-4
https://www.fhi.ox.ac.uk/will-ai-exceed-human-performance-evidence-ai-experts/
https://arxiv.org/pdf/1706.03741.pdf
https://standards.ieee.org/develop/indconn/ec/autonomous_systems.html
https://arxiv.org/pdf/1612.04757v1.pdf
https://www.partnershiponai.org/2017/05/pai-announces-new-partners-and-initiatives/
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Content policy
Internet companies are increasingly using AI algo-
rithms to deal with hate speech,  terrorism con-
tent,  and other forms of extremist content online.  
Researchers are taking one step further by developing 
an AI algorithm for identifying racist code words (code 
words used to substitute references to communities) 
on social media.

Translation
Researchers have been working on 
improving the accuracy of transla-
tion tools by using AI. Examples 
include Microsoft Translator  and 
Google Translate.  The World 
Intellectual Property Organization 
(WIPO) also developed an AI-based 
tool to facilitate the translation of 
patent documents.

Internet of Things
Scientists are looking at ways in which 
AI can enhance other technologies such 
as the IoT. A team at the Massachusetts 
Institute of Technology (MIT) has devel-
oped a chip that could enable IoT devices 
to run powerful AI algorithms locally, 
thus improving their efficiency.

Designing or improving
online services
Internet and tech companies 
employ AI to improve existing 
services or design new ones. 
Twitter has started using AI 
to improve users’ experience,

 Google has launched a new 
job search engine based on AI 
algorithms,  and Microsoft has 
a range of AI-based intelligent 
applications (from Calendar.help 
to the AI chatbot Zo).

Cybersecurity and cybercrime
AI applications range from 
tools that can help catch spam 
and other unwanted mes-

sages on social networks  
or in e-mails, to algorithms 

that can help protect sys-
tems and networks as 
complex as the CERN 
grid.

Autonomous cars
Several companies, from 
Google  to Uber,  are 
working towards enabling 
self-driving cars powered 
by AI systems. Some have 
already started testing such 
cars on the roads.

Healthcare
AI applications in the 
medical field range 
from medical robots to 
algorithms that could 
improve medical diag-
nosis and treatment.

Industrial applications
AI and robotics are the driv-
ers of the fourth industrial 
revolution, as automated 
systems are increasingly 
being deployed in manufac-
turing,  agriculture , power 
grids, rail systems,  etc.

IN FOCUS

THE APPLICATIONS OF ARTIFICIAL INTELLIGENCE

Artificial intelligence is implemented in many areas. Let’s take a look...

http://dig.watch
https://jigsaw.google.com/projects/#conversation-ai
https://newsroom.fb.com/news/2017/06/how-we-counter-terrorism/
http://www.wired.co.uk/article/google-youtube-ai-extremist-content
https://arxiv.org/pdf/1703.05443.pdf
https://www.microsoft.com/en-us/translator/default.aspx
https://research.googleblog.com/2016/09/a-neural-network-for-machine.html
http://www.wipo.int/patentscope/en/wipo-translate/index.html
http://economictimes.indiatimes.com/tech/internet/new-efficient-ai-chip-may-lead-to-internet-of-things/articleshow/50903611.cms
https://www.fool.com/investing/2017/05/27/twitter-turns-to-artificial-intelligence-to-build.aspx
https://themerkle.com/google-uses-ai-to-help-people-find-their-next-job/
https://www.microsoft.com/en-us/AI/intelligent-apps
https://code.facebook.com/posts/181565595577955/introducing-deeptext-facebook-s-text-understanding-engine/
https://futurism.com/an-advanced-ai-has-been-deployed-to-fight-against-hackers/
https://thenextweb.com/google/2016/10/05/googles-autonomous-car-just-passed-2-million-miles/#.tnw_ceUCqfnr
https://newsroom.uber.com/ailabs/
https://www.uber.com/cities/pittsburgh/self-driving-ubers/
https://www.forbes.com/sites/jenniferhicks/2017/05/16/see-how-artificial-intelligence-can-improve-medical-diagnosis-and-healthcare/#36263b696223
https://www.automationworld.com/artificial-intelligence-assembly-line
http://www.cmu.edu/work-that-matters/farmview/
https://www.siemens.com/innovation/en/home/pictures-of-the-future/industry-and-automation/the-future-of-manufacturing-ai-in-industry.html

