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The IGF will need to adapt quickly in order to remain relevant 
in the fast changing digital world. This was the writing on 
the ‘IGF wall’ in keynote addresses, workshops, and corridor 
discussions.

For the first time in the IGF’s history, the annual meeting 
was presided over by both the host country’s head of state 
and the UN Secretary-General. In sharp contrast with this 
officialdom, government representation was low compared 
to civil society and the business community. The Secretary-
General encouraged the IGF to reach out to governments, in 
particular those from developing countries.

One of the potential reasons for dwindling government par-
ticipation is that the IGF ‘needs to produce more than just 
debate and reflection’.  Last year, the IGF made a step for-
ward by gathering conclusions of discussions in the form of 
Geneva Messages. This year, French President Emmanuel 
Macron made the following proposals for the IGF reform:

• The IGF needs to reform, according to Macron, ‘to become 
a body producing tangible proposals’. Switzerland, 
France, and Germany, as the previous, current, and next 
host, have also been supporting more concrete outputs in 
the IGF deliberations. 

IGF: CHANGE NEEDED TO STAY RELEVANT 
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This IGF generated plenty of buzz on social media, with 
over 15 000 mentions, reaching over 286 million people 
since the beginning of November. The mentions started 
building up slowly during the first week of November, 
eventually gaining momentum and culminating on the 
first day of the IGF with more than 6000 mentions. French 
President Emmanuel Macron featured in a little over 20% 
of the mentions (1400). Most of the activity came from 
France (20%), followed by the USA (10%), the UK (2.8%), 
Indonesia (1.9%), and India (1.7%). Monitoring was carried 
out on Twitter, Facebook, and YouTube, as well as on news 
websites and blogs, from 1 November to 16 November. 
The hashtag #igf2018 and the IGF’s official website were 
analysed by social media monitoring tool Awario.

• Macron also proposed that the IGF fall directly under the 
UN Secretary-General.

• As a tangible task, he also suggested that the IGF be 
entrusted with monitoring the evolution of the text of 
the newly launched Paris Call for Trust and Security in 
Cyberspace, as well as recording those who are support-
ing it, and identifying initiatives and measures necessary 
to reach its goals.

The UN Secretary-General, António Guterres, also proposed 
ways of improving the IGF:

• The IGF should not only be multistakeholder, but also 
multidisciplinary in order to address the lingering silos. 
Technological, policy, and economic perspectives should 
be brought into close interplay. The forum should more 
involve philosophers, anthropologists, and other spe-
cialists who are not typically included in technology 
gatherings.

• The IGF should speak with more clarity to be understood 
not only by those who attend events, but also by those 
who are affected by digital developments worldwide.

• It should reach out to those who are currently missing or 
underrepresented, asking them to contribute to its work. 
Small and developing states, youth, elderly, and women 
are among those whose voices should be heard more in 
IGF and other digital processes.

The IGF faces the test of relevance in a fast changing envi-
ronment. Change and agility have been in the IGF’s DNA 
since the first meeting in Athens in 2006. It pioneered remote 
participation, dynamic coalitions, Internet governance hubs, 
and many other policy innovations. However, digital devel-
opments are accelerating faster than ever before involving 
governments, businesses, and citizens worldwide. Digital 
issues are becoming increasingly urgent ranging from 
cybersecurity, fake news, and AI.

The IGF has a unique format, UN legitimacy, and the exper-
tise needed to remain the place where digital policy issues 
are addressed in both multistakeholder and multidiscipli-
nary ways. This journey of IGF reform started last year in 
Geneva and gained more momentum this year in Paris. The 
journey will continue towards Berlin next year.

Paris Call for Trust and Security in Cyberspace

While the IGF was running from 12 to 14 November, two 
other events were organised (in parallel) during the Paris 
Peace Week: the inaugural events of the Paris Peace Forum 
and the Govtech Summit.

A new initiative launched during the week was the Paris Call 
for Trust and Security in Cyberspace,  a framework for reg-
ulating the Internet and fighting cyber-attacks, hate speech, 
and other cyber-threats. The text calls on states, interna-
tional organisations, NGOs, businesses, local authorities, 
and local actors to work together to uphold international law 

Continued from page 1
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in cyberspace, protect rights online, fight against destabilis-
ing activities, and ensure the security of digital products.

The call builds on the language used in the WSIS Tunis 
Agenda: actors are responsible ‘in their respective roles’ for 
improving the trust, security, and stability of cyberspace. 
Without a specific reference, the call also builds on (and adds 
to) the 2013 report of the UN Group of Governmental Experts 
(GGE),  which reaffirms that international law is applica-
ble to cyberspace. With the emphasis on the importance of 
norms during peacetime and of confidence building meas-
ures, the call also acknowledges the UN GGE’s 2015 report.

Hundreds of organisations, as well as most European coun-
tries,  have already signed the Paris Call. Of the UN Security 
Council’s five permanent members, however, the USA, 
Russia, and China are notably absent.

The future of humanity, guided by philosophy, ethics, 
and digital co-operation

‘Technology should empower, not overpower us,’ Guterres 
said in his speech. Technology is impacting the future of 
humanity, and we are now faced with a ‘new generation 
of challenges’. Macron’s views were slightly starker: The 
Internet we take for granted is under threat. The structure 
will fragment if we do not ensure its stability, trust and secu-
rity; Internet-related ‘pathologies’ are growing; the ideals 
and values of the Internet are being threatened.

The writing is therefore also on the wall for actors involved in 
digital policy. Governments need to continue respecting the rule 
of law and protect their citizens through legal frameworks; the 
private sector needs to get ready for new regulations, espe-
cially in areas where self-regulation is proving to be insuffi-
cient; civil society needs to strengthen its role of vigilance, and 
check on the actions of governments and businesses.

Guterres and Macron focused on the here-and-now of 
the policy challenges that they face as political leaders. 
Many sessions at the IGF were future-oriented, discuss-
ing, for example, artificial intelligence (AI) and the role of 
ethics. Concerned with the risk that AI developments may 
widen existing divides, and lead to increased security and 
economic-related issues, an echoing message was that we 
need to deal with broader issues that will impact the future 
of humanity.

New issues, missing issues 

AI was one of the most prominent topics this year. It was 
mainly addressed in the context of future (un)known devel-
opments, but was also more specific on a few new aspects: 
AI’s potential to improve social, economic, health, and other 
sectors; the need to integrate ethical considerations into its 
development; and the cautionary perspective that raises 
security concerns.

What ‘cultural trace’ will the digital era leave behind? ‘For 
the youngest generations’, Macron said,’the Internet is com-
pletely taken for granted.’ If today’s youngest generations 
are starting to forget, or are even unaware of, a time when 
the Internet did not exist, future generations may be increas-
ingly de-linked from the cultural legacy of humanity. The 
rights of future generations are rarely discussed, and it is 
not surprising that they were absent from this year’s IGF. Yet, 
it seems strange that in all our discussions on the future of 
technology, we keep forgetting about those who will be the 
recipients and the users in that future.

Interestingly, although there were fewer sessions dedicated 
to human rights in a broad way, digital rights permeated 
throughout the discussions. In addition, several sessions spe-
cifically  tackled children and young person’s rights, the rights 
of persons with disabilities, and the rights of journalists.
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The IGF and the UN Panel on Digital Cooperation

The IGF and the UN Panel on Digital Cooperation created 
many synergies during the November meeting following an 
opening statement by the UN Secretary-General who invited 
the IGF and the Panel ‘to inspire new thinking and language 
on digital cooperation; create shared references; propose 
new approaches; and look for possible ways to reframe 
existing problems, be they in trade, security and human 
rights’.

IGF discussions provided a lot of ideas and inputs for the 
Panel’s deliberations on values, principles, and mechanisms 
for digital co-operation. In particular, many workshops 
focused on the Panel’s action areas: inclusive development, 
data, inclusive economy, trust and security, and human rights 
and human agency. According to the IGF transcripts, the 
Panel was discussed or referred to in 17 sessions at the IGF.

At the open forum session, the Panel briefed the IGF com-
munity about the current consultative process and next 
steps in its activities. Panel members were active in 
many IGF sessions. Ms Doris Leuthard, Swiss Minister of 
Telecommunication, indicated that the Panel’s report can 

provide new ideas and proposals for strengthening the IGF 
as a unique example of multistakeholder governance and 
digital co-operation.

Mr Nikolai Astrup, Norwegian Minister of International 
Development, highlighted the relevance of digital pub-
lic goods for digital cooperation. Dr Cathy Mulligan, from 
University College London, reflected on the multidiscipli-
nary relevance of data for overcoming policy silos in a digi-
tal policy space. Ms Nanjira Sambuli, from the World Wide 
Web Foundation, focused on the accountability of all actors 
involved in designing technologies for ensuring the protec-
tion of human rights and human-centred digital develop-
ments. Dr Jovan Kurbalija, Executive Director and Co-lead of 
the Panel’s Secretariat, focused on the engagement process 
and the Panel’s efforts to hear views on digital co-operation 
from communities worldwide. In this context, consultation 
meetings were held with civil society, the tech community, 
and dynamic coalitions dealing with disabilities and the digi-
tal needs of small and developing countries.

The IGF and the Panel will continue their close collabora-
tion via national/regional IGFs in the build-up to IGF 2019 in 
Berlin.

COMMENTARY

Continued from page 3
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What were the most pressing issues? Which topics were most mentioned? The data analysis carried out on 135 transcripts 
during the three days of this year’s IGF shows that the main discussions centred on AI, digital rights, cybersecurity, infrastruc-
ture, and content-related issues. The tag cloud shows 120 digital policy terms used during the discussions.

DATA ANALYSIS: WHAT THE TRANSCRIPTS SAY

T O P  1 0  D O M I N A N T  I S S U E S

ARTIFICIAL INTELLIGENCE
CRITICAL INFRASTRUCTURE

CONTENT POLICY RIGHTS OF PERSONS WITH DISABILITIES
GENDER RIGHTS ONLINE CHILDREN'S RIGHTS AND YOUTH ISSUES

NETWORK SECURITY ACCESS

PRIVACY, DATA PROTECTION, AND OTHER DIGITAL RIGHTS
JURISDICTION

Data analysis of the IGF 2018’s transcripts confirms that the main discussions centred on AI, digital rights, jurisdiction issues, 
and cybersecurity. The issues are based on the Digital Watch taxonomy.

Discussions on these topics cut across many sessions. A survey of the session descriptions shows that Access had the high-
est number of sessions. This was closely followed by Trust, ethics, and interdisciplinary approaches; Content policy; Artificial 
intelligence; and Network security.

Data analysis of the transcripts was carried out by DiploFoundation’s Data Team, using transcripts captured from real-time caption-
ing, which were then processed by text analysis software using a custom digital policy dictionary.

Tag Cloud

Prominent Issues
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The use of prefixes in digital policy is indicative of 
the trends and developments in the field. For the six 
identified prefixes, their prominence is suggestive 
of the stance that actors take in relation to a par-
ticular issue.

In comparison to last year, the prefix cyber was 
the most prominent, surpassing digital and online 
– terms typically associated with development and 
economic issues, and human rights. This is mainly 
due to a significant number of sessions this year 
dedicated to cyber-related issues, including cyber-
crime, cybersecurity, cyberconflict, and cyberbul-
lying. In discussions on human rights, the distinc-
tion between online and offline is losing relevance 
(mainly because of the several resolutions which 
declare offline rights to be applicable online), and 
hence the prefix online is used less overall.

A new prefix which has emerged in digital policy parlance and in data analysis is tech. The tech industry and tech companies 
typically refer to giant companies in the private sector, particularly in the Silicon Valley. Tech diplomacy and tech embassy reflect 
the emerging field which describes efforts by governments to increasingly interact with the industry, given its role in global 
cybersecurity and the protection of critical infrastructure, and other trends.
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SUMMARISING IGF 2018: THE ISSUES THAT MATTERED MOST

Technology and Infrastructure

Emerging technologies: Leaving no one behind

New emerging technologies – artificial intelligence (AI), big 
data, and blockchain – have reopened the old question of 
whether technological developments will widen or reduce 
digital gaps in modern society. Many see a solution for digi-
tal inclusion via an inclusive digital economy.  Other mech-
anisms include pro-inclusion national and international 
legal frameworks, public-private partnerships (PPPs),  
alignment of technology with core ethical values and socio-
cultural contexts of communities worldwide.  A potential 
new digital division could diminish trust among those who 
are falling behind regarding the potential of technology to 
improve their lives.

Take AI as an example. It can help achieve the sustainable 
development goals (SDGs).  But for this to happen, educa-
tion and capacity development are needed so that individu-
als can have the skills and knowledge to develop and use 
AI products and services.  A new gap is emerging in the 
absence of the Global South in AI-related policy debates on 
international level.

Infrastructure: Between community networks and 5G 
technology

The IGF’s focus on the latest tech developments in the AI 
field was balanced out with discussions on the challenges of 
basic connectivity faced by millions worldwide.  Community 
networks are simple, effective, and affordable solutions for 
increasing connectivity in developing countries. Enabling 
regulations can facilitate the development of community 
networks by inclusive finance, effective use of spectrum 
(better spectrum allocation),  transferring knowledge, and 
sharing infrastructures.  

Encouraging PPPs, using universal service funds, provid-
ing incentives to the private sector, and using innovative 
approaches (such as the reuse of TV white spaces) can also 
help improve infrastructure deployment around the world.

5G as a technology needs to be progressively introduced in all 
parts of the world to allow users to enjoy its beneficial features. 
Proactive regulatory approaches and partnerships to explore 
the full benefits of 5G could be stepping stones in that direction.

This thematic summary highlights the main issues of this year’s IGF, grouped according to the seven baskets in 
the Digital Watch taxonomy.

Prefix Monitor

https://dig.watch/sessions/igf-emerging-technologies
https://dig.watch/sessions/emerging-technologies
https://dig.watch/sessions/igf-emerging-technologies
https://www.intgovforum.org/multilingual/content/igf-2018-ws-423-ai-and-the-future-of-diplomacy-what%E2%80%99s-in-store
https://dig.watch/sessions/artificial-intelligence-human-rights-and-sdgs
https://dig.watch/sessions/emerging-technologies
https://dig.watch/sessions/5g-iot-and-ai-addressing-digital-inclusion-and-accessibility
https://dig.watch/sessions/submarine-cables-governance-sustainable-development-goals
https://dig.watch/sessions/spectrum-community-networks-must-hard-get
https://dig.watch/sessions/investment-strategies-scale-community-networks-exploring-blockchain-and-efficient
https://dig.watch/sessions/innovative-approaches-connect-underserved-areas
https://www.intgovforum.org/multilingual/content/igf-2018-ws-384-overcoming-barriers-to-investment-in-connectivity
https://dig.watch/sessions/5g-iot-and-ai-addressing-digital-inclusion-and-accessibility
https://dig.watch/aboutus#taxonomy
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Cybersecurity

Need to define rules of behaviour

States are increasing their capacity to conduct cyber-attacks. 
While there is agreement on the application of international 
law for wartime, there is a lack of clear rules for state 
behaviour in peacetime.  Further exploring the concept of 
(cyber)sovereignty, which is vital for international law, may 
help states to endorse common rules, yet encouraging them 
to adhere to the agreed norms remains challenging.

Offensive measures by the private sector to defend against 
cyber-attacks, known as hack-backs, can cause additional 
security consequences. They are also illegal in some coun-
tries.  Several processes are discussing norms and respon-
sibilities of state and non-state actors, such as the Geneva 
Dialogue on Responsible Behaviour, the Global Commission 
on Stability of Cyberspace, and now the Paris Call for Trust 
and Security in Cyberspace.

Internet of Things: Governments propose new principles

In response to concerns over security of the Internet of 
Things (IoT), the UK has developed the Code of Practice for 
Consumer IoT Security  with guidelines for manufactur-
ers, which may be turned into a standard for the European 
Telecommunications Standards Institute (ETSI). Other gov-
ernments are also stepping in to create rules.

Service providers need to integrate encryption more strongly 
into these services, particularly for IoT applications.  Users 
should be able to control their personal data on connected 
devices, have the opportunity to make clear choices,  and 
know how long vendors will support devices in terms of 
security updates.

User-centric approach to regulation

Effective cybersecurity requires inclusivity and buy-in from 
the wider population. Internet users should be at the cen-
tre of participatory and consultative processes to develop 
cybersecurity policies and legislation.  Civil society can 
play a vital role in strengthening the participation of Internet 
users and citizens worldwide,  by raising awareness, devel-
oping cyber competences of citizens, devising policy mecha-
nisms to involve society, understanding technologies, and 
increasing public trust in political processes.  Developing 
countries in particular can benefit greatly by building cyber-
security awareness and capacities of Internet users.

Cybersecurity regulation should be aligned with human 
rights provision and overall ethics. It should also ensure the 
strengthening of cyber-capabilities.  One IGF discussion 
highlighted the focus on infrastructure rather than content 
in regulating cybersecurity.  In addition to regulation, busi-
ness modes for new digital products should also integrate 
human rights and ethics, and transparency.

Even if there is effective cybersecurity regulation, there is 
a problem of jurisdiction across national borders. The main 
challenge is how investigating authorities in one country can 
request data from private actors in another country (e.g. 
tech platforms).

Protecting children from harm

For a long time, there was unproportional focus on inappro-
priate content for children on the dark web. The IGF discus-
sion provided more realistic focus on the risks for children 
that exist on the more easily accessed open web.  There, the 
tech industry remains a crucial actor in detecting and remov-
ing such harmful content.  In addition, developing children’s’ 
digital and media literacy helps them protect themselves.  
While child protection is important, child safety should be put 
into the context of children’s rights in the digital age,  and be 
at the heart of products and services developed for them.

The need for more cyber capacity building

The Delhi Communiqué on a GFCE Global Agenda for 
Cyber Capacity,  issued on the occasion of the 2017 Global 
Conference on Cyberspace, placed the need for cyber capac-
ity building on the high-level political agenda, and outlined 
five focus areas.  The Global Forum on Cyber Expertise 
is an example of a global public-private-civil partnership 
which encourages international co-operation on cyber 
capacity building.

In this context, other initiatives are gaining prominence, 
including the the Geneva Initiative on Capacity Development 
in Digital Policy,  which focuses on the development of indi-
vidual, institutional, and national capacities in the field of 
cybersecurity.

https://dig.watch/sessions/proliferation-cyber-stability-and-state-responsibility
https://dig.watch/sessions/global-commission-stability-cyberspace-0
https://dig.watch/sessions/private-sector-hack-back-where-limit
https://dig.watch/sessions/cybersecurity
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/747413/Code_of_Practice_for_Consumer_IoT_Security_October_2018.pdf
https://dig.watch/sessions/global-allignement-improving-security-iot-devices
https://dig.watch/sessions/internet-mega-trends-impact-internet%E2%80%99s-architecture
https://dig.watch/sessions/global-allignement-improving-security-iot-devices
https://dig.watch/sessions/global-allignement-improving-security-iot-devices
https://dig.watch/sessions/cybersecurity-trust-privacy
https://dig.watch/sessions/multistakeholding-cybersecurity-africa
https://dig.watch/sessions/public-private-civil-partnerships-cyber-capacity-building
https://dig.watch/sessions/balancing-cybersecurity-human-rights-and-economic-development
https://dig.watch/sessions/cybersecurity
https://dig.watch/sessions/balancing-cybersecurity-human-rights-and-economic-development
https://dig.watch/sessions/cloud-act-e-evidence-implications-global-south
https://dig.watch/sessions/online-child-sexual-exploitation-risks-and-response
https://dig.watch/sessions/online-child-sexual-exploitation-risks-and-response
https://dig.watch/sessions/preventing-youth-online-violent-radicalisation
https://dig.watch/sessions/child-online-safety
https://dig.watch/sessions/children-and-ai-securing-child-rights-ai-generation
https://www.thegfce.com/documents/publications/2017/11/24/delhi-communique
https://dig.watch/sessions/approaches-wicked-problem-stakeholders-promote-enhanced-coordination-and-collaborative-risk
https://dig.watch/sessions/public-private-civil-partnerships-cyber-capacity-building
https://www.giplatform.org/genevainitiative/
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Human rights

Concerns increase over use of biometric data

The recent report of the UN High Commissioner for Human 
Rights expressed concern over the use of biometric data 
by governments and the private sector.  Many develop-
ments worldwide show an increasing number of cases 
of data misuse, and therefore the need for better safe-
guards and mechanisms to secure and minimise the col-
lection and processing of sensitive data.  Many NGOs and 
humanitarian organisations are advocating for improved 
language around biometric rules, and for more trans-
parency, accountability, and remedial action in cases of 
abuse.

Journalists need more protection

Journalists face increasing online harassment and abuse. 
In some parts of the world, female journalists are under 
additional pressure with threats of rape and leaking private 
information publicly. This places journalists in a constant 
state of risk, and is driving many to self-censor or change 
careers.

Capacity building measures and the provision of legal sup-
port and other types of material assistance are needed to 
support the victims and avoid the increasing trend of self-
censorship.

Call for strengthening support for rights of persons 
with disabilities

The venue of this year’s IGF was criticised over the lack of 
physical access, the difficulty in accessing online informa-
tion, poor signage, and the lack of facilitation for those with 
other disabilities, such as autism.  A call for an improve-
ment in the lead-up to upcoming IGFs was made; regular 
meetings will take place to ensure that persons with disabil-
ities have better opportunities for access and participation.

Sessions offered recommendations for closing the accessibil-
ity gap for persons with disabilities.  Discussions focused on 
the broader perspective of building a more inclusive society 
and providing training for ICT developers and policy shapers 
in ensuring accessibility for persons with disabilities.  Since 
persons with disabilities are functionally limited by their envi-
ronment, technology should be made accessible to them and 
standards should be both developed and enforced.

Countries assessing data protection frameworks

The EU’s General Data Protection Regulation (GDPR), which 
came into effect in May 2018, triggered many discussions 
at the IGF on approaches to data protection worldwide. A 
number of Commonwealth states, for instance, have limited 
legislation to address data protection.  Such countries need 
assistance to build capacity and raise awareness. The aim 
of the newly established Common Threat Network,  sup-
ported by the UK and Canada, is to help countries develop 
national data protection frameworks.  In Africa, several 
countries are updating their laws in line with the GDPR.

Threats to human rights

Threats to freedom of expression and privacy, and the persis-
tent gender digital divide, dominated discussions on human 
rights. That unfettered access to data is eroding users’ pri-
vacy is one of the main findings of Freedom House’s latest 
Freedom on the Net report. Online manipulation was another 
important threat identified in the report.  The growing num-
ber of cases of blocking, filtering, and Internet shutdowns 
continues to threaten the Internet’s freedom. In some cases, 
stakeholders shy away from discussing these issues, mak-
ing it more difficult to have meaningful multistakeholder dia-
logues, conducive to solutions.

The gender digital divide continues to persist in low-income 
countries, due to cultural beliefs that tend to favour men over 
women. Women’s access to technology is often restricted or 
monitored by their own family members. This hampers any 
possibility for women to be equally represented in the tech-
nology field or to participate on an equal footing with men in 
politics.
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CHANGE AT A HISTORICAL MOMENT

‘In the lecture halls and cafes of Paris, philosophers and writ-

ers have been discussing the interplay between technology 

and humanity for centuries.’ Our time is no different. Global 

debate on the interplay between technology and humans 

is needed more than ever before. This was the underlying 

message of the UN Secretary General’s opening speech at 

the 13th Internet Governance Forum (IGF).

IGF 2018 is a turning point in digital policy. This was felt 

yesterday in the IGF conference rooms and corridors. In 

Paris, while celebrating 100 years since the Armistice, the 

digital community embarked on a discussion of the future 

of Internet Governance (IG). If the IGF wants its core mis-

sion to remain the same, the way it operates must evolve. 

The need for change and a new vision for the future echoed 

in the opening speeches of UN Secretary-General Antonio 

Guterres and President of France Emmanuel Macron. The 

two speeches were much more than diplomatic routines. 

They were substantive reflections on the present moment, 

and bold visions for the digital development ahead of us.

Concrete proposals were not missing from 

these speeches. UN Secretary-General 

Guterres clearly outlined parameters for 

the IGF 2.0. The IGF should be not only 

multistakeholder but also multidisciplinary. 

Philosophers and anthropologists, among 

others, will be needed more and more in 

debating questions of ethics and the future 

use of technology. The IGF should find inno-

vative solutions to bridge the increasingly 

fortified policy silos of the technical, secu-

rity, business, and other communities. New 

thinking, shared language, and reframing 

of existing narratives are needed to deal 

with digital challenges.

The UN Secretary-General invited the IGF 

community to listen to the unheard and 

marginalised voices from local communi-

ties, people with disabilities, youth, and the 

elderly. Digital growth affects us all, yet many remain out-

side of current debates.

President Macron sent an equally clear message for a 

strengthened IGF which should provide concrete policy out-

puts. The IGF needs more resources, a robust structure, 

and higher policy relevance in the UN system. He called 

on the IGF to monitor implementation of the Paris Call for 

Trust and Security in Cyberspace, a high-level declaration 

on developing common principles for securing cyberspace. 

The Paris Call builds on the WSIS Tunis Agenda’s defini-

tion of the ‘respective roles’ of states and other stakehold-

ers. It also resonates with the UN Group of Governmental 

Experts (GGE) reaffirmation that international law applies to 

cyberspace. The Paris Call has strong initial support from 

hundreds of signatories, including leading tech companies 

and many governments. Yet the USA, Russia, and China are 

missing. It remains to be seen if the Paris Call will create 

new convergences in global cyberpolitics. In this process, 

the IGF can play an important role.

French President Emmanuel Macron addressing the 13th IGF in Paris

Credit: IGF Secretariat
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HIGHLIGHTS FROM DAY 2
Trust, data, and capacity development were three echoing 

issues on the second day of the 13th Internet Governance 

Forum in Paris. Many discussions focused on how to apply 

this year’s IGF theme, the ‘Internet of Trust’, in practice.Trust can be increased through more awareness, transpar-

ency in dealing with technology, higher accountability of tech 

companies, and fairness in distributing ‘digital dividends’. 

However, several questions linger in the IGF meeting rooms 

and corridors. Is trust about technology per se, or about 

the people and institutions behind technology? Can trust be 

developed ‘by design’ via technological solutions, as block-

chain proponents argue? How can we ensure that trust is 

part of our daily digital reality and not an abstract notion? It 

is clear that trust will remain high on the agenda of the IGF 

and other upcoming digital policy events.Data featured highly in yesterday’s discussions as a cross-

cutting issue affecting legal, economic, and social aspects 

of digital growth. More specifically, discussions reflected on 

data protection and the impact of the General Data Protection 

Regulation (GDPR) on policy developments worldwide. The 

GDPR has affected not only data protection itself, but also 

business models and overall approaches to dealing with the 

impact of technology on modern society. Yesterday’s ses-

sions reflected on how countries worldwide can develop 

data policies and regulations.
Capacity development has been an underlying theme of the 

IGF process for many years. Yesterday’s discussions illus-

trated that capacity development approaches and strategies 

need to go beyond simple training. For example, preparing the 

workforce to deal with AI and the future of work requires much 

more than training and workshops. It requires a new societal 

approach to continuous learning beyond school education.
Here, we round up the main highlights, using the Digital 

Watch taxonomy of digital policy issues.

Technology and Infrastructure
Emerging technologies are a matter of trustTrust in the potential of emerging technologies, such as arti-

ficial intelligence (AI) and blockchain, is crucial if we want 

to make the best use of their ability to improve our lives.  

Blockchain can be used to increase trust in public institu-

tions and government processes, as fully decentralised sys-

tems are expected to reduce the need for oversight.A first step in building trust is raising awareness and under-

standing of AI and other emerging technologies.  Many 

countries are currently looking for effective ways to use AI 

for delivering public services, managing content policy, and 

increasing cybersecurity. Others fear being left behind in 

AI-driven developments.  We may see new divides based 

on those countries which can effectively employ AI and 

those which have not yet taken such steps. Those who are 
Continued on page 2

Missed the highlights from Day 1? Download yesterday’s  

IGF Daily.
Credit: DiploFoundation

Highlights for Day 1 Highlights for Day 2
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Legal and regulatory

AI: Ethical and legal challenges need to be considered

The big AI narratives – dystopian and utopian – remain 
vibrant. Yet, AI discussion is maturing as AI applications 
are being developed in a wide range of sectors, from public 
services and agriculture, to environmental protection and 
multilingualism.

For these applications to meaningfully benefit society, they 
need to be ‘pro-people’. Ethical and legal challenges need to 
be seriously considered.  Ethics and human rights should 
be used as guiding principles in the design and use of AI. 
Human rights impact assessments should be carried out 
early in the development process.    A thorough look at 
the challenges related to transparency, accountability, fair-
ness, due diligence, and the rule of law is also needed.  

Discussions on AI also included the interplay between law 
and ethics, and its impact on the future development of AI 
systems. Yet many questions remain unanswered. Which 
ethical aspects need to considered in the development of AI, 
and how will we ensure that AI systems are not harmful to 
society? Who will ensure this?

EU’s Copyright Directive criticised

In 2018, two contentious provisions related to the so-called 
link (or snippet) tax (Article 11), and the upload filter (Article 
13) of the EU Copyright Directive.

The link tax, which gives news publishers the right of remu-
neration if snippets of their news are made available by 
another entity, could negatively affect the decentralised 
nature of content sharing, and could stifle competition. 
Internet giants are more likely to have the economic and 
legal power to face the burden of the new tax, but startups 
may find it harder to enter the content market.

The directive also requires online service providers host-
ing copyrighted content to take measures to safeguard the 
rights of their authors. While these rights need to be pro-
tected, the directive was criticised for endangering the 
accessibility of content due to filtering rules. Content filters 

have already experienced problems: Algorithms are unable 
to recognise parody and often take down legal content.

WHOIS: Privacy issues unresolved

The IGF hosted another round of discussions on adjusting 
the WHOIS system to the EU GDPR requirements. While 
these discussions have traditionally been held within ICANN, 
opening up the debate to the broader IGF community offered 
an opportunity for more input to be collected on the follow-
ing main questions: Who should be allowed to access per-
sonal data related to domain names and Internet protocol 
addresses, and under which conditions?

On the one hand, actors such as computer emergency 
response teams (CERTs) and law enforcement agencies argue 
that they need to continue to have access to WHOIS data, as 
such data is crucial in their crime-related investigations. On 
the other hand, privacy advocates underline that personal 
data should be safeguarded from mining and abuse, due pro-
cesses should be put in place, and the users of data should be 
held accountable for how they process the data.

Economic

New technologies bring new economic challenges

There is still much to learn about how new technologies, 
such as AI, will affect trade, regional integration, and educa-
tion.  However, there seems to be some general agreement 
on the need to consider their potential harmful impact on 
human society.  The interplay between AI and employment 
was particularly discussed during the IGF. Governments and 
the private sector share responsibility to make young people 

employable in the future.  Public authorities also need to 
tackle the issues that the platform economy creates, such as 
challenges related to pensions and labour rights.

Blockchain: When technology impacts governmental 
structures

New technologies, such as AI and blockchain, have great 
potential to boost economic development. Many argue that 

https://dig.watch/sessions/emerging-technologies
https://dig.watch/sessions/accountability-human-rights-mitigate-unfair-bias-ai
https://dig.watch/sessions/artificial-intelligence-big-data-and-internet-things
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blockchain can also improve the governance of nation states. 
To achieve that, efforts towards improving the governance of 
these new technologies, fostering transparency, trust, and 
co-operation, need to be made.

Self-regulation by online platforms no longer 
sufficient

Online platforms have grown in reach and scope. The self-
regulatory model is no longer enough. A participatory 
approach involving both public authorities and the platforms 
themselves is required.  The community of users needs to 
be included in the process.

At the same time, policymakers should refrain from seek-
ing to regulate societal problems by regulating the Internet’s 
underlying technology. Regulation should not undermine the 
core values of the Internet, such as its distributed and end-
to-end nature.

Since the early days of the Internet, users have been sharing 
an extensive amount of personal data, mostly because they 
were not aware of the risks involved in doing so. In the past 
two decades, online platforms have also evolved substan-
tially; the data underlying their business models is much more 
sensitive.  Platforms therefore need to be more proactive in 
assessing and informing the risks of sharing personal data.

Development

Digital tools and the SDGs

Development discussions emphasised that digital tools are 
essential for achieving the SDGs.    Technology has a pos-
itive impact on development. AI, for instance, has the potential 
to help attain the SDGs; so do other emerging technologies.

The involvement of the business sector is essential for 
achieving the SDGs. It has a responsibility for the secure use 
of technology, and through a multistakeholder setting, a role 
in shaping policies for an innovation-enabled environment.

Humanitarian issues in focus

Solutions for access should not focus only on technology, but 
also on the human aspects of connectivity. Given the plight of 
refugees, Internet access – especially through mobile devices 
– is crucially important to them, in addition to the more intui-
tive and widely recognised rights. Up to one-third of dispos-
able income among refugees is spent on connectivity.

Inclusive access and last mile

Innovative approaches should be put in place to connect 
the still high number of people in underserved areas to the 
Internet. Low-cost connectivity options and low power solu-
tions are important options for deprived settings.    

The Dynamic Coalition on SIDS in the Internet Economy 
addressed the issues of affordability (broadband and 
Internet price control measures), accessibility (the digital 
divide, and the role of community Internet resources in edu-
cation and social development), and emergency accessibil-
ity due to the high vulnerability of SIDS.

Libraries, whose traditional role could diminish in the 
Internet era, may find new functions as promoters and pro-
viders of Internet access, especially in underserved areas 
and marginalised communities. The draft toolkit from the 
Dynamic Coalition on Public Access in Libraries empow-
ers librarians with the knowledge necessary to discuss and 
advocate for Internet access.

The open forum organised by the UN Secretary-General’s 
High-level Panel on Digital Cooperation introduced digital 
public goods as a conceptual framework to address the digi-
tal divide.

Capacity development remains an issue close to the IGF

While many sessions confirmed the need for capacity devel-
opment in Internet governance, one session focused on 
practical steps to achieve it.  How do we avoid competition, 
create meaningful co-operation and partnerships between 
various actors, and ensure sustainable impact?

Capacity development is a cross-cutting issue impact-
ing economic, social, and infrastructure aspects of digital 
growth. The need for people to acquire the new skills needed 
to effectively use new technologies remains an over-arching 
capacity development theme. To prepare for the jobs of 
tomorrow, continuous learning is a task not only for educa-
tional systems, but a cultural challenge for all of society.  

Discussions on capacity development also covered awareness 
and knowledge development for effective data regulations,  
closing gender gaps,  training journalists to deal with mis-
information,  and strengthening the capacities of individuals 
and communities to deal with cyberbullying and hate speech.

SUMMARISING IGF 2018: THE ISSUES THAT MATTERED MOST

https://dig.watch/sessions/unleash-power-digital-economy-society-mobile-internet
https://dig.watch/sessions/do-not-touch-self-regulatory-safe-harbour-social-platforms
https://dig.watch/sessions/community-governance-age-platform-responsibility
https://dig.watch/sessions/core-internet-values-link-tax-and-upload-filtering-friction-core-values
https://dig.watch/sessions/do-not-touch-self-regulatory-safe-harbour-social-platforms
https://dig.watch/sessions/do-not-touch-self-regulatory-safe-harbour-social-platforms
https://dig.watch/sessions/digital-development-data-protection-global-south-mena-region-example
https://dig.watch/sessions/freedom-internet-every-stakeholder
https://dig.watch/sessions/fostering-digital-social-innovation-global-south
https://dig.watch/sessions/unleash-power-digital-economy-society-mobile-internet
https://dig.watch/sessions/closing-ceremony-3
https://dig.watch/sessions/refugee-rights-and-online-environment
https://dig.watch/sessions/refugee-rights-and-online-environment
https://dig.watch/sessions/innovative-approaches-connect-underserved-areas
https://dig.watch/sessions/digital-inclusion-and-accessibility
https://dig.watch/sessions/refugees-digital-rights-necessities-and-needs
https://dig.watch/sessions/developing-sids-internet-economy-action-research-agenda
https://dig.watch/sessions/access-information-libraries-informed-intermediaries
https://dig.watch/sessions/hidden-aspects-digital-inclusion
https://dig.watch/sessions/challenges-capacity-development-practical-approach
https://dig.watch/sessions/internet-and-jobs-preparing-gen-yz-future-work
https://dig.watch/sessions/hidden-aspects-digital-inclusion
https://dig.watch/sessions/commonwealth-open-forum-data-protection
https://dig.watch/sessions/what-does-data-say-analysing-gender-digital-divide
https://dig.watch/sessions/measuring-free-open-rights-based-and-inclusive-internet
https://dig.watch/sessions/human-rights-gender-youth


11Session reports and updates from the 13th Internet Governance Forum are available on the GIP Digital Watch observatory at dig.watch/igf2018

Socio-cultural

Among the sociocultural issues, the interrelated topics of 
online misinformation, fake news, hate speech, and violent 
extremism  took centre stage. The danger of fake news 
arises from its virality, its cross-border nature, and the chal-
lenges related to regulation.

Political implications of misinformation and fake news

One discussion suggested the term ‘information disorder’ to 
describe factual information that is released with malicious 
intent, for example by political adversaries.  There are con-
cerns about the rise in extreme ideas in mainstream discus-
sions  and the strategic and disruptive use of fake news in 
times of elections,  especially in light of the recent cases 
in Brazil.    Democracies need to navigate the tension 
between free speech and addressing fake news.

Content policy to tackle misinformation and fake news

A number of discussions focused on content policy as a pos-
sible response. Participants stressed that multistakeholder 
approaches are key to providing checks and balances  and 
to avoiding the concentration of regulatory power in the 
hands of just one actor.  Facebook’s partnership with the 
French government to use fact-checking tools to combat 
fake news,  emerged as a positive example.

Additional debates suggested that broader solutions that 
look at systemic effects and take cultural differences into 
consideration are needed.  Concerns were raised about the 
gatekeeper role of social media platforms and other digital 
intermediaries.  Yet, we also saw suggestions about add-
ing civil liabilities to hold platforms accountable  and those 
that mentioned criminalising fake news.  In contrast, softer 
regulation models take the form of standardisation and cer-
tification schemes.

Hate speech and self-regulation

With regard to hate speech, self-regulation complements 
legal approaches and should be transparent.  The EU’s Code 
of Conduct on countering illegal hate speech online  offers a 
good partnership model for governments and Internet com-
panies.  General Policy Recommendation No. 15 on com-
bating hate speech, by the European Commission Against 
Racism and Intolerance (ECRI),  is also considered an impor-
tant document, as it covers legal and administrative meas-
ures, self-regulatory mechanisms, and effective monitoring 
of online content.

Digital literacy and online learning

At the same time, we should not forget to strengthen digital 
literacy as a means of countering misinformation and fake 
news. Related to this, discussions highlighted online learn-
ing opportunities in the area of Internet governance  and 
stressed that digital skills need to be built from an early age, 
not least to prepare people for the future of work.  Taking 
this further, the right to online education was emphasised 
and noted in conjunction with the right to culture and access 
to knowledge.

Digital identities, local content, and multilingualism

With regard to digital identities, discussions called for more 
choice in defining online identities, offering reminders not to 
forget the human rights dimensions of this discussion, and 
demands to strengthen privacy and security.  This IGF saw 
the expansion of coverage of local content, and discussions 
stressed the challenges surrounding empowering local con-
tent, especially in minority languages. Lack of access, digi-
tal skills, and additional funding were identified as the main 
barriers.
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The next IGF will be hosted by Germany, in Berlin, on 25–29 November 2019.  Described as a full-year process, preparations 
began during IGF 2018 itself, with a session aimed at gathering inputs to shape the 2019 event.  The German government, con-
vener of the next meeting, plan to involve governments and the private sector more prominently. Funds have been allocated to 
support the participation of developing countries.

Additional events will take place in the city in the lead-up to the IGF. The annual meeting of the Freedom Online Coalition (FOC), 
an intergovernmental coalition of 30 countries currently under the chairmanship of Germany, will take place in Berlin on 28–30 
November 2018.  The Internet & Jurisdiction Policy Network will then hold its 3rd Global Conference on 3–5 June 2019, also 
in Berlin.
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