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Trends

The top 3 trends in April:
Regulating AI, data scraping,

and the aftermath of SolarWinds

1. Regulating AI

The EU’s proposed regulation could become a global 
standard, but there’s a long journey – and some 
tough decisions – ahead

Governments’ interest in regulating AI systems is now 
more manifest than ever, especially after the EU’s 
long-awaited draft proposal published on 21 April. 
The proposal takes a risk-based regulatory approach: 
If a system poses exceptional risk, it will be banned; if 
it’s considered high-risk, it will be heavily regulated; if 
the risk is limited, it’s then a matter of being transpar-
ent about it. Read more on page 10.

Experts say there’s a striking similarity with the 
GDPR: Both take a long-hand approach, meaning 
that the proposed rules regulate anyone – anywhere 
– whose system is used within the EU or affects EU 
citizens. This normative approach and jurisdictional 
reach could help the proposal become a global gold 
standard for AI regulation and the development of AI 
systems.

But the EU needs more than a claim to a global stan-
dard. It will have to assess the potential impact of the 
new legal framework, or risk losing out (again) to the 
USA and China: Tight regulation is likely to discourage 
the private sector from innovating and developing AI 
systems in the EU; but a laxer approach would simply 
delay finding solutions to important issues, including 
deeply ethical ones, maybe until it’s too late. Experts 
dealing with antitrust issues around the globe know 
this all too well.

Essentially, European policymakers and politicians 
will need to agree on how far and deep the regulation 
should go. They will need to decide on which systems 
are too risky for society, which can be tolerated (albeit 
regulated) in the interest of innovation, and which to 
let off the hook. These decisions will ultimately impact 
the level of trust which society will have in AI systems 

and those who run them – not just in the EU, but 
around the world.

2. Data scraping

Facebook and LinkedIn’s latest breaches were a 
data scraping incident, and not a hack... there’s more 
to this than just technical lingo

We’re quite accustomed to learning about massive 
data breaches. Facebook believes this activity hap-
pens – and will continue to happen – regularly.

What stood out this month, however, is that both 
Facebook and LinkedIn responded to the massive data 
breaches – affecting 500+ million users on each plat-
form – in a similar way. According to the social media 
giants, it wasn’t a hack, but rather a data scraping inci-
dent from years ago, with the databases of personal 
information being posted online only now.

At face value, both terms – hacking and scraping – 
conjure elements of technical mischief. However, both 
may lead to the same dire consequences: Personal 
data that is meant to be private or protected is now in 
the public domain, and can be exploited by bad actors. 
Breach or no breach, users are at risk of falling vic-
tim to phishing or other fraudulent practices, as has 
already been the case.  Both are an unwelcome invi-
tation for more criminal activity, which is broadly reg-
ulated and punishable by law around the globe.

However, this reveals deeper societal issues, and is 
a reflection of the price we’re willing to pay for more 
free services, social connections, innovative products, 
and convenience. Ultimately, whether we want to – or 
how we go about – holding companies to higher stan-
dards is a reflection of the value we attach to our per-
sonal data and privacy, and that of future generations.

We take a deep dive at what data scraping means for 
regulators and users on pages 6-7.

Each month we analyse hundreds of unfolding developments to identify key trends and underlying 
issues which impact the work of policy practitioners working in these fields. Here’s what mattered 
in April.

https://www.bbc.com/news/technology-56815478
https://www.politico.eu/article/eu-leaders-facebook-data-leak-cybersecurity-didier-reynders/
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3. The aftermath of SolarWinds

The espionage was carefully planned and executed 
– what happens next is even more critical

The USA has formally attributed last year’s 
SolarWinds attack to the Russian Foreign Intelligence 
Service (SVR). At least nine US federal agencies were 
breached and several other countries affected.

What followed since this attribution is tit-for-tat: In an 
executive order,  US President Joe Biden sanctioned 
around 40 Russian individuals and companies,  after 
which Russia expelled 10 US diplomats.  NATO,  the 
EU,  the UK, and Australia immediately expressed 
support in favour of the USA – an indication that the 
Biden administration worked closely with its allies to 
amplify the message and show a united front.

What happens next will be much more critical. 
Although the attack was labelled as espionage (mean-
ing information was taken, but nothing was destroyed 
or disrupted), it doesn’t mean that the perpetrators 
won’t use their newly acquired intelligence for a 
cyberattack. Plus, it’s still unclear to the USA whether 

it has managed to wipe its breached systems clean 
from the intrusion.

The main question is whether the sanctions will be 
enough to dissuade Russia (and others) from carry-
ing out similar hostile activities, and whether the USA 
will change its deterrence and ‘defend forward’ strat-
egies.  The White House has already signalled  that 
the sanctions were only a part of the steps the USA 
would be taking, and that ‘there will be elements of our 
responses to these actions that will remain unseen.’

The USA will need to weigh the implications of its 
responses, and make sure it does not cross the 
threshold of what’s considered an armed attack. 
While deterrence may be ineffective, experts have 
suggested that the USA should focus more on beefing 
up its defences.

On a more positive note, experts also say both sides 
have left the door open for dialogue: Biden said it 
was now time for tensions to de-escalate  through 
dialogue and diplomacy; Russia did not shoot down 
Biden’s idea for a summit.  Time will tell.

The timeline of the SolarWinds attack (Credit: Microsoft)

Sep Oct Nov Dec Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Jan

2019 2020 2021

Sep 4 – Attackers start
accessing SolarWinds*

Sep 12 – Attackers start
injecting test code*

Nov 12 – Attackers stop
injecting test code*

Feb 12 – Solorigate
backdooris compiled
and deployed*

Jun 4 – Attackers remove
malware from SolarWinds
build environment* 

Dec 12 – Solorigate
supply chain attack
disclosed

* Info disclosed by SolarWinds
** Estimated timeline of activity

based on forensic analysis

Activation of TEARDROP**

Distribution of SUNBURST and target-profiling**

Continued hands-on-keyboard activity**

March – Estimated start
of distribution of
Solorigate backdoor

May – Estimated start of 
actual hands-on-
keyboard attacks

https://www.whitehouse.gov/briefing-room/presidential-actions/2021/04/15/executive-order-on-blocking-property-with-respect-to-specified-harmful-foreign-activities-of-the-government-of-the-russian-federation/
https://home.treasury.gov/news/press-releases/jy0127
https://www.reuters.com/business/finance/kremlin-says-putin-decide-counter-sanctions-against-washington-2021-04-16/
https://www.nato.int/cps/en/natohq/official_texts_183168.htm?selectedLocale=en
https://www.consilium.europa.eu/en/press/press-releases/2021/04/15/declaration-by-the-high-representative-on-behalf-of-the-european-union-expressing-solidarity-with-the-united-states-on-the-impact-of-the-solarwinds-cyber-operation/
https://dig.watch/newsletter/september2018
https://www.whitehouse.gov/briefing-room/press-briefings/2021/04/15/background-press-call-by-senior-administration-officials-on-russia/
https://web.archive.org/web/20201218062246/https:/www.wired.com/story/russia-solarwinds-hack-wasnt-cyberwar-us-strategy/
https://edition.cnn.com/2021/04/15/politics/russia-joe-biden/index.html
https://www.reuters.com/business/finance/kremlin-says-putin-decide-counter-sanctions-against-washington-2021-04-16/
https://www.microsoft.com/security/blog/2021/01/20/deep-dive-into-the-solorigate-second-stage-activation-from-sunburst-to-teardrop-and-raindrop/
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The digital policy developments that made 
headlines in April

The digital policy landscape changes on a daily basis. Our aim is to save practitioners time: We 
decode, contextualise, and analyse ongoing developments, offering a bite-sized authoritative update. 
There’s more detail in each update on the GIP Digital Watch observatory.

Security
The USA formally attributed  the SolarWinds cyberattack to Russia and imposed sanctions.  
Read the commentary on page 3.

The European Parliament adopted a regulation requiring online platforms to remove or dis-
able access to terrorist content within one hour of notification.

Several EU institutions were affected by an IT security incident.  Apple supplier Quanta 
Computer Inc. was hit by a ransomware attack.

increasing relevance

E-commerce and the internet economy
China’s competition authority fined  Alibaba US$2.8 billion over anticompetitive practices. 
Russia’s competition authority launched investigations into Yandex  and YouTube.  A report 
by Australia’s antitrust regulator argues that measures are needed to address the market 
dominance of Apple and Google’s app stores.

Google was fined more than US$36 million in Turkey for abusing its dominant position in 
search engine services.

The USA proposed a global minimum tax for companies, including the tech sector.  The 
Organisation for Economic Co-operation and Development (OECD) reaffirmed plans to reach 
a global solution for taxing the digital economy by July 2021.

US cryptocurrency exchange Coinbase joined the stock market.

The central banks in the UK  and Japan  launched exploratory work into digital currencies.

increasing relevance

Infrastructure
At an online summit on semiconductor and supply chain resilience,  US President Joe Biden 
reiterated plans to strengthen the country’s semiconductor industry and secure its supply 
chain.

The USA added seven Chinese supercomputing entities to the export control list.same relevance

Global IG architecture
G7 digital and technology ministers outlined plans to cooperate on a wide range of issues, 
including supply chains, digital standards, data flows, and Internet safety.

The 2020–2021 Group of Governmental Experts on lethal autonomous weapons systems 
concluded its work.

The call for session proposals for the 16th Internet Governance Forum meeting is open until 
26 May.

same relevance

Sustainable development
Egypt launched the Decent Life project to connect 1300 villages to optical fibre.

Bangladesh, Brazil, China, Egypt, India, Indonesia, Mexico, Nigeria, and Pakistan initiated the 
digital learning initiative E9.

The Economic Commission for Africa established the Learning Girls in ICT Initiative.low relevance

https://dig.watch/
https://www.nsa.gov/News-Features/Feature-Stories/Article-View/Article/2573391/russian-foreign-intelligence-service-exploiting-five-publicly-known-vulnerabili/
https://www.whitehouse.gov/briefing-room/presidential-actions/2021/04/15/executive-order-on-blocking-property-with-respect-to-specified-harmful-foreign-activities-of-the-government-of-the-russian-federation/
https://www.euractiv.com/section/cybersecurity/news/eu-adopts-law-giving-tech-giants-one-hour-to-remove-terrorist-content/
https://www.cyberscoop.com/european-union-it-security-incident-commission/
https://www.techrepublic.com/article/apple-supplier-quanta-hit-with-50-million-ransomware-attack-from-revil/
https://www.nytimes.com/2021/04/09/technology/china-alibaba-monopoly-fine.html
https://www.reuters.com/technology/russian-watchdog-opens-case-against-yandex-over-alleged-competition-law-breach-2021-04-13/
https://techxplore.com/news/2021-04-russia-probes-youtube-abusing-dominant.html
https://www.accc.gov.au/media-release/dominance-of-apple-and-google%E2%80%99s-app-stores-impacting-competition-and-consumers
https://www.reuters.com/technology/turkey-fines-google-abusing-dominant-position-2021-04-14/
https://www.ft.com/content/847c5f77-f0af-4787-8c8e-070ac6a7c74f
https://www.oecd.org/tax/oecd-secretary-general-tax-report-g20-finance-ministers-april-2021.pdf
https://www.dw.com/en/us-cryptocurrency-exchange-coinbase-makes-stock-market-debut/a-57196287
https://www.theguardian.com/business/2021/apr/19/rishi-sunak-bank-of-england-digital-currency-uk-brexit-eu
https://www.theregister.com/2021/04/06/japan_pursues_digital_currency_because/
https://www.whitehouse.gov/briefing-room/statements-releases/2021/04/12/readout-of-white-house-ceo-summit-on-semiconductor-and-supply-chain-resilience/
https://www.whitehouse.gov/briefing-room/speeches-remarks/2021/04/12/remarks-by-president-biden-at-a-virtual-ceo-summit-on-semiconductor-and-supply-chain-resilience/
https://www.commerce.gov/news/press-releases/2021/04/commerce-adds-seven-chinese-supercomputing-entities-entity-list-their
https://www.gov.uk/government/publications/g7-digital-and-technology-ministerial-declaration
https://documents.unoda.org/wp-content/uploads/2020/07/CCW_GGE1_2020_WP_7-ADVANCE.pdf
https://www.intgovforum.org/multilingual/content/igf-2021-call-for-session-proposals
https://www.ecofinagency.com/telecom/1304-42519-1-300-egyptian-villages-to-soon-be-connected-to-optical-fiber
https://en.unesco.org/education2030-sdg4/coordination/e9-partnership
https://www.uneca.org/stories/eca-revitalizes-initiative-to-bridge-continental-digital-divide
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Content policy
Facebook expanded the scope of its Oversight Board to also decide in cases in which the 
company chose not to take down content.  The Board postponed its decision on Trump’s ban 
from Facebook and Instagram.

Livestream platform Twitch announced it would ban users for severe misconduct that occurs 
outside of the platform.

Twitter was criticised for acting upon a request from the Indian government to remove tweets 
seen as critical of the government’s handling of the COVID-19 pandemic.

Instagram released new features to address hate speech.  Twitter launched an initiative to 
analyse the harmful impact of its algorithms.

increasing relevance

increasing relevance

New technologies (IoT, AI, etc.)
The European Commission launched a draft regulation for AI systems.  Read more on page 10.  
The US Federal Trade Commission warned it would take action against discriminatory AI systems.

Brazil adopted an AI strategy.  Canada outlined plans for updating its AI strategy  and 
launching a natiaonal quantum strategy.  Finland established the Quantum Institute.

The UK outlined plans to regulate the cybersecurity of internet of things devices.

increasing relevance

Digital rights
The data of 533 million Facebook users was leaked to an online hacking forum.  Additionally, 
the data of 500 million LinkedIn users was posted for sale.  Read our analysis on pages 2, 6–7.

TikTok was sued in the UK over the processing of children’s data.  Consumer and child pro-
tection organisations asked Facebook to cancel plans to create an Instagram for children.

increasing relevance

Jurisdictional and legal issues
The US Supreme Court issued its opinion in the Google LL.C v. Oracle America InC. case,  rul-
ing that copying a portion of the Java SE computer program by Google is protected as ‘fair use’.

A high court in Pakistan lifted the TikTok ban imposed by the country’s telecom regulator.  
A Russian court fined Twitter for not removing content encouraging minors to take part in 
unauthorised protests.

An Amsterdam court ordered Uber to reintegrate five drivers excluded from the platform 
through an automated process.

Our weekly digests break up the month’s developments into 
shorter updates. We publish the digest every Friday, allowing 
you to wrap up the week with an overview of what has 
happened, or start the following Monday with a re-cap.

Read an issue from our archives,  and sign up for the digest.

Like what you read? We have more...

https://oversightboard.com/news/267806285017646-the-oversight-board-is-accepting-user-appeals-to-remove-content-from-facebook-and-instagram/
https://twitter.com/OversightBoard/status/1383058864074063874?ref_src=twsrc%5Etfw
https://www.reuters.com/article/us-twitch-moderation/twitch-will-ban-users-for-severe-misconduct-that-occurs-away-from-its-site-idUSKBN2BU2QJ
https://www.theguardian.com/world/2021/apr/26/twitter-under-fire-over-deletion-of-critical-covid-tweets-in-india
https://www.reuters.com/technology/instagram-launches-feature-tackle-hate-speech-abuse-2021-04-21/
https://blog.twitter.com/en_us/topics/company/2021/introducing-responsible-machine-learning-initiative.html
https://digital-strategy.ec.europa.eu/en/library/proposal-regulation-european-approach-artificial-intelligence
https://www.ftc.gov/news-events/blogs/business-blog/2021/04/aiming-truth-fairness-equity-your-companys-use-ai
https://www.gov.br/mcti/pt-br/acompanhe-o-mcti/transformacaodigital/arquivosinteligenciaartificial/ia_estrategia.pdf
https://www.budget.gc.ca/2021/report-rapport/p2-en.html#85
https://www.budget.gc.ca/2021/report-rapport/p2-en.html#85
https://www.aalto.fi/en/news/finnish-quantum-institute-announced
https://www.gov.uk/government/publications/regulating-consumer-smart-product-cyber-security-government-response/government-response-to-the-call-for-views-on-consumer-connected-product-cyber-security-legislation
https://www.businessinsider.in/tech/news/533-million-facebook-users-phone-numbers-and-personal-data-have-been-leaked-online/articleshow/81889315.cms
https://fortune.com/2021/04/08/linkedin-user-data-breach-leak-hackers/
https://www.bbc.com/news/technology-56815480
https://commercialfreechildhood.org/wp-content/uploads/2021/04/instagram_letter.pdf
https://www.supremecourt.gov/opinions/20pdf/18-956_d18f.pdf
https://www.reuters.com/article/us-pakistan-socialmedia-tiktok/pakistan-court-lifts-ban-on-social-media-app-tiktok-idUSKBN2BO5CH
https://www.nbcnews.com/news/world/twitter-fined-court-russia-not-taking-down-calls-protest-n1262921
https://www.theguardian.com/technology/2021/apr/14/court-tells-uber-to-reinstate-five-uk-drivers-sacked-by-automated-process
https://mailchi.mp/diplomacy/weeklydigest30
https://dig.watch/newsletter/subscribe


6

On 3 April, Business Insider revealed that a database 
containing the personal data of 553 million Facebook 
users was uploaded to a hacking forum.  A few days 
later, an archive with the personal information of 500 
million LinkedIn users was also posted for sale.

Facebook  and LinkedIn’s  immediate response 
was similar: The breaches were large-scale scrap-
ing incidents, rather than hacks. This drew the atten-
tion of data protection regulators and users around 
the world.

Facebook said the incident happened in August 2019, 
when malicious actors used a vulnerability in the 
‘How people can find me’ feature, which was later 
fixed. It later emerged that the data was scraped on 
several occasions from 2018 to 2019  (we’ll get to the 
issue of timelines further down). In LinkedIn’s case, it 
is unclear how old this information is and whether it 
was aggregated solely from the platform.

Here are at least five main issues which regulators 
must resolve.

Issue #1: How platforms classify personal data as 
private or public

Both companies said the data was public. In Facebook’s 
case, the company added that it’s the users’ responsi-
bility to make sure ‘their settings align with what they 
want to be sharing publicly’. In other words, if a user 
chooses certain settings on the platform, Facebook 
takes this as the consent which certain data protec-
tion regulations require. The problem here is that 
Facebook is not properly explaining to the users the 
full extent of the consequences of certain settings for 
users to make an informed decision.

Plus, if we look at the dedicated resource page, the 
platform says that public information refers to ‘some 
of the information you give us when you fill out your 
profile…’ or that ‘your Public Profile includes your 
name, gender, username…’  The fact that Facebook 
talks in terms of ‘some’ or ‘including’ leaves users 
in the dark. As a result, users could be providing 
personal data to Facebook under the mistaken idea 
that Facebook will keep it private, and hence more 
secure.

Issue #2: The platforms’ responsibility for the per-
sonal data they hold, public or not

In some jurisdictions, platforms are indeed responsi-
ble for personal data, even if it’s already out there and 
visible to others. For instance, the EU’s GDPR says that 
companies need to have certain technical measures 
in place to ensure that personal data is processed 
safely, securely, and according to law.

In focus

Data scraping
and the problems regulators and users face

What’s the difference between data 
scraping, a data breach, and a data leak?

Data scraping is an automatic extraction of large 
amounts of data from websites, databases, 
or apps. In web scraping, a program ‘crawls’ 
through content on a website or platform and 
lifts, or copies, publicly available information 
automatically and creates a document (excel 
sheet, accounting ledger, website) for scrapers’ 
use. It is a common practice in business; for 
instance, this is what search engines do to pro-
vide us with the information we’re searching for. 
It’s also how price comparison websites work, 
such as those comparing air ticket prices or 
insurance costs.

Data scraping is not unlawful, but it needs to 
follow certain rules – such as requiring people’s 
consent to scrape, and a legal reason to use 
data scraping. The problems arising out of data 
scraping are related to how the data is scraped 
(with or without consent), what it was used for 
(data analysis or posting on hackers website), 
and who shoulders responsibility for any risks 
and threats.

A data breach is when a computer system or 
data is unlawfully accessed or weakened by 
malicious actors without the knowledge or 
authorisation of the owner, leading to exposure 
of confidential, sensitive, or protected informa-
tion. Data breaches (or hacks) are unlawful. In 
many cases, they are considered a crime.

A data leak is when private data (or a private 
database, even if made up of various pieces of 
publicly available data) is made available to the 
public. A data leak does not require an active 
breach into the computer system. It usually is 
a result of poor data security practices or acci-
dental human error. The responsibility for data 
leaks is tied to the obligation to keep data secure 
and to undertake necessary measures to do so.

https://www.businessinsider.com/stolen-data-of-533-million-facebook-users-leaked-online-2021-4
https://about.fb.com/news/2021/04/facts-on-news-reports-about-facebook-data/
https://news.linkedin.com/2021/april/an-update-from-linkedin
https://about.fb.com/news/2021/04/facts-on-news-reports-about-facebook-data/
https://news.linkedin.com/2021/april/an-update-from-linkedin
https://www.facebook.com/help/203805466323736?helpref=faq_content
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One can therefore argue that if the data was lifted off 
the platforms – whether through a vulnerability in the 
system or by failing to detect scraping activity – then 
the platforms have a degree of responsibility.

The Irish data protection authority, for one, is argu-
ing along these lines.  Digital Rights Ireland, a dig-
ital rights advocacy group, is also gearing up to file 
a mass lawsuit against Facebook on behalf of users 
who want to be compensated for having their per-
sonal data exposed, in breach of the platform’s terms 
and conditions.  In the USA, the incident could be con-
sidered a violation of Facebook’s US$5 billion privacy 
settlement with the Federal Trade Commission (FTC) 
to resolve the Cambridge Analytica data scandal, 
among others.  Other user lawsuits are expected to 
hit Facebook in India  and in other countries.

Issue #3: The platforms’ attempt to normalise recur-
rent incidents

Facebook has downplayed the incident not only to 
shrug off liability,  but to normalise this as a chronic 
occurrence. Facebook is telling users and regulators 
that the world needs to get used to such incidents and 
that it does not intend to notify affected users every 
time this happens.

This insight comes from internal emails that were cir-
culated: ‘We expect more scraping incidents and think 
it’s important to both frame this as a broad industry 
issue and normalise the fact that this activity happens 
regularly.’

Issue #4: The platforms’ obligation to report a data 
leak

The two platforms did not disclose or notify users or 
authorities of these incidents at the time. In countries 
like EU member states and Brazil, which have com-
prehensive data protection regulations, Facebook 
and LinkedIn face steep fines for failure to disclose 
and notify breaches and violations of data protection 
regulations.

Under the GDPR, and similarly under its Brazilian 
counterpart the LGPD, scraping of personal data 
requires consent and a lawful basis. Both the Irish 
Data Protection Commissioner  and the Brazilian 
Protection and Consumer Defence Foundation of the 
State of São Paulo  – plus others worldwide  – are 
investigating Facebook’s practices. Similar steps are 

being taken in the LinkedIn incident, with the Italian 
data protection agency opening a probe.  The crucial 
issue for the regulators is to establish, in legal terms, 
how these breaches fall under the type of incidents 
that would trigger the platforms’ responsibility to 
report them.

Here is where the timeline comes in: The date when 
the breach (or leak) took place has a direct impact on 
the platforms’ responsibility. In Europe, for instance, 
reporting a breach became a legal obligation when 
the GDPR came into effect in May 2018.

In the USA, Facebook is to some extent shielded from 
liability for any breaches occurring before June 2019, 
as part of the Facebook/Cambridge Analytica set-
tlement, except in the state of California, where the 
Consumer Privacy Act came into effect mid-2018. 
Yet, the regulators will still need to evaluate the 
compound data sets and identify timing of the data 
they include, to then determine when the platforms 
learned about the scraping incidents, and what 
responsibilities Facebook and LinkedIn were under 
at those times.

Issue #5: Users need more awareness of and pro-
tection from the risks of exposed personal data

Personal data in the public domain can be used to 
harm people. Whether the responsibility is the users’ 
(when sharing personal details on social media with-
out understanding, or bothering to understand, the 
implications), or the platforms’ (for not doing enough 
to protect people’s data), bad actors will exploit it.

In these two cases, for instance, the value of the leaks 
is in the ability to associate mobile numbers and other 
personal data with an individual. Fraudsters who call 
someone on a mobile phone will sound more genu-
ine and legitimate if they also know the date of birth, 
hometown, and place of work. One would think only 
the authorities and their bank hold such information, 
right?

The companies themselves, being victims of mali-
cious actors who exploited vulnerabilities on their 
platforms, will be expected to file legal action, as they 
have done in the past.  But this should also serve as a 
wake-up call for users. As a consumer watchdog put 
it: ‘People are going to be a lot more skeptical and a 
lot more careful about providing this whole trove of 
information to social media platforms.’

https://www.dataprotection.ie/en/news-media/press-releases/dpc-launches-inquiry-facebook-relation-collated-dataset-facebook-user-personal-data-made-available
https://www.digitalrights.ie/facebook/
https://news.bloomberglaw.com/tech-and-telecom-law/facebook-data-dump-likely-to-bring-regulatory-scrutiny-lawsuits
https://indianexpress.com/article/explained/facebook-data-leak-explained-7268515/
https://www.bbc.com/news/technology-56815478
https://www.bbc.com/news/technology-56815478
https://www.dataprotection.ie/en/news-media/press-releases/dpc-launches-inquiry-facebook-relation-collated-dataset-facebook-user-personal-data-made-available
https://www.procon.sp.gov.br/procon-sp-notifica-facebook-3/
https://www.dataguidance.com/news/international-regulators-issue-statements-facebook-0
https://www.bloomberg.com/news/articles/2021-04-08/linkedin-faces-italian-probe-after-users-data-is-hacked
https://techcrunch.com/2020/10/01/facebook-sues-two-companies-engaged-in-data-scraping-operations/
https://news.bloomberglaw.com/tech-and-telecom-law/facebook-data-dump-likely-to-bring-regulatory-scrutiny-lawsuits
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A global shortage: How did we come to this?

Semiconductors – or chips – are at the core of vir-
tually every electronic device. In turn, the produc-
tion of chips relies on a very complex global supply 
chain. Producing a single computer chip can involve 
over 1 000 steps and 70 separate border crossings.

It involves mining and processing the raw materials 
(such as silicon and boron), designing the chip, and 
developing the manufacturing equipment. All of this 
needs to happen before the tiny chip is actually manu-
factured and assembled into products.

The USA dominates the architecture and design compo-
nents of the supply chain. US companies, with Intel in the 
lead, account for almost 50% of the world’s chip sales. 
But more than 80% of the global chip manufacturing hap-
pens in Asia, with Taiwan Semiconductor Manufacturing 
Company (TSMC) and Samsung taking the lead.

Right now, there’s a global shortage of chips, which 
is affecting companies, and indirectly, consumers. 
Samsung, a chipmaker itself, warned about a ‘serious 
imbalance in the supply and demand of chips in the IT 
sector globally’.

Apple reportedly had to postpone the production of 
some laptops and tablets due to the tight supply of 
chip and display components.  Sony has been facing 
difficulties in supplying its new PlayStation 5.  The 
shortage is expected to last until 2022 or 2023.

One of the reasons is that chip manufacturers – and 
that’s basically TSMC, Samsung and, to a lesser 
extent, Intel – are sensitive to spikes in demand. The 

pandemic generated a higher-than-usual demand 
for smartphones, laptops, and other similar devices, 
prompting producers to increase their demand. The 
demand is also coming from other industries, such as 
carmakers and producers of internet of things devices.

The handful or so companies producing chips have 
found it difficult to meet this demand. As digital devices 
become more and more sophisticated, so do chip 
designs. In turn, this has increased costs for chip manu-
facturers, which creates a barrier for new players want-
ing to enter the market. The result is a highly concen-
trated market in which only a handful of companies can 
afford to compete and respond to the global demand.

The geopolitical tensions, including export controls 
and licencing policies imposed by the US govern-
ment on Chinese companies in recent years, have 
not helped. For instance, US and foreign firms are 
now barred from using US intellectual property and 

The world needs more chips:
What this means for the big players

United States 47%

South Korea 20%

European Union 10%

Japan 10%

Taiwan 7%

China 5%

Global market share in 2020. Source: Semiconductor Industry Association

Industrial 11.98%

Consumer 11.98%

Automotive 11.38%

Government 1.30%

Communications 31.14%

PC/Computer 32.24%

Global microchip consumers. Source: Semiconductor Industry Association

https://www.reuters.com/business/bidens-chip-dreams-face-reality-check-supply-chain-complexity-2021-04-13/
https://www.bbc.com/news/technology-56433082
https://fortune.com/2021/04/08/chip-shortage-apple-semiconductors/
https://www.techrepublic.com/article/ps5-shortage-supply-chain-disruptions-affect-gamers-and-developers-alike/
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technology to produce chips for Huawei (including 
Huawei’s own designed Kirin chips).

Before these sanctions took effect, Huawei was 
forced to stockpile chips, and reports argue that 
large producers such as TSMC prioritised Huawei’s 
orders to the detriment of other clients, affecting the 
supply chain with long-term effects.  Chinese chip-
maker Semiconductor Manufacturing International 
Corporation (SMIC) can only acquire American 

technology if its suppliers receive a license from the 
US government.

Natural disasters and incidents are also affecting the 
production and supply of chips. Chip factories have 
had to close down or reduce production. Among them 
were factories in Texas (closed down in February 2021 
due to power failures caused by low temperatures );  
in Japan (after a fire broke out in March 2021 );  
and in Taiwan (due to the ongoing drought ).

Geopolitics: How the world’s main players have reacted

China and the USA, which have for long competed 
in the technological sector, have big ambitions. 
They both want to become self-reliant in the chip 
market. This would ensure that their home-grown 
tech industries do not depend on external, possibly 
unstable, global supply mechanisms.

It is estimated  that a country requires a minimum 
of US$1 trillion up front to achieve a self-sufficient 
local supply chain; such an investment, in turn, 
would result in a 35–65% increase in chip prices. 
That’s steep.

China has, for the past few years, been a net 
importer of chips. Only 30% of its chips have been 
manufactured domestically.  The trade sanctions 
and export controls imposed by the USA and their 
effects on Chinese companies like Huawei and 
SMIC have fuelled China’s ambitions for becoming 
self-reliant.

As a result, China is investing heavily in its own 
chip manufacturing capabilities, as part of its mul-
tibillion-dollar five-year plan.  Released in March 
2021, the plan envisions considerable support for 
the local semiconductor industry.

The USA is also not producing enough chips on its 
own, making its large tech industry heavily depen-
dent on Asian manufacturers. During April’s chip 
summit, President Joe Biden pledged to strengthen 
the country’s semiconductor industry.

Biden also called on Congress to establish a 
US$50 billion fund  for semiconductor manufac-
turing and research, in line with the draft CHIPS for 
America Act being debated in the Congress (H.R. 
7178 / S. 3933 ).

There are expectations that a portion of such a fund 
would go to support the development of advanced 
chip plants in the USA by TSMC, Samsung, and Intel.

If complete chip self-reliance is almost an impossi-
ble task, the next best thing is to source chips from 
elsewhere. Both China and the USA are now relying 
on Taiwan’s TSMC, which has so far managed to nav-
igate the geopolitical complexities between the two 
countries by making itself indispensable to both.

Unsurprisingly, TSMC is now facing increased pres-
sure  to pick a side between access to the world 
largest chip market in the USA and the fastest 
growing one in China.

The chip shortage and complex supply chain also 
offers an opportunity for new tech partnerships. 
The EU, for instance, has interesting options ahead, 
as it tries to achieve its goal to produce one-fifth of 
advanced chips globally by 2030.

On the one hand, it could join forces with the USA to 
counterbalance the regional concentration of chip 
production in Asia. On the other, it could also part-
ner with TSMC and/or Samsung to build or expand 
factories in Europe. Of course, the bloc could also 
choose to invest more in European players.

Another potential partnership is between the 
USA, Japan, Korea, and India (known as the Quad), 
which have recently agreed to create a Critical and 
Emerging Technologies Working Group. Among the 
Quad’s aims is to cooperate on diversifying critical 
technology supply chains.

The adage ‘if you can’t beat them, join them’ couldn’t 
be more true.

https://www.scmp.com/tech/tech-trends/article/3130315/global-chip-shortage-likely-last-through-2021-and-even-2022
https://www.bloomberg.com/news/articles/2021-02-17/texas-power-failure-shuts-chip-factories-squeezes-tight-supply
https://www.bbc.com/news/technology-56486242
https://asia.nikkei.com/Business/Tech/Semiconductors/Taiwan-drought-at-most-critical-phase-for-chip-sector
https://www.semiconductors.org/strengthening-the-global-semiconductor-supply-chain-in-an-uncertain-era/
https://www.trtworld.com/magazine/chip-wars-us-china-and-the-battle-for-semiconductor-supremacy-45052
https://www.scmp.com/economy/china-economy/article/3127512/chinas-14th-five-year-plan-hong-kongs-opportunities-2021-25
https://www.whitehouse.gov/briefing-room/speeches-remarks/2021/04/12/remarks-by-president-biden-at-a-virtual-ceo-summit-on-semiconductor-and-supply-chain-resilience/
https://www.reuters.com/world/us/biden-jobs-plan-includes-50-bln-chips-research-manufacturing-2021-04-12/
https://www.congress.gov/bill/116th-congress/house-bill/7178
https://www.congress.gov/bill/116th-congress/senate-bill/3933
https://www.reuters.com/business/bidens-chip-dreams-face-reality-check-supply-chain-complexity-2021-04-13/
https://www.economist.com/business/2021/04/26/how-tsmc-has-mastered-the-geopolitics-of-chipmaking?utm_campaign=the-economist-today&utm_medium=newsletter&utm_source=salesforce-marketing-cloud&utm_term=2021-04-26&utm_content=article-link-1&etear=nl_today_1
https://www.ft.com/content/b452221a-5a82-4f5d-9687-093b9707e261
https://europe.autonews.com/suppliers/eu-sets-2030-target-produce-cutting-edge-semiconductors-first-quantum-computer
https://www.whitehouse.gov/briefing-room/statements-releases/2021/03/12/fact-sheet-quad-summit/
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AI is all around us, from our search engines to the 
smart devices we’re using in our homes. The indus-
try continues to push the boundaries of what AI sys-
tems can do. New and improved systems make our 
lives more comfortable, our decisions easier to make, 
and our surroundings safer.

This all sounds blissful… until it’s not. The EU thinks 
there should be cut-off lines depending on the level 
of risk to people or infrastructure. Beyond these lines, 
AI systems should be outright banned (or heavily 
regulated). Here’s the risk-based approach the new 
European Commission proposal takes:

• Systems that pose an enormous risk will be con-
sidered outright unacceptable. The cases are 
listed specifically in the regulation, and include 
types of facial recognition, and algorithms used 
to manipulate how we think or what we do.

• Systems that pose a high-risk will be heavily 
scrutinised. These include critical infrastructure 
which could prove risky to people’s lives, and 
some of the safety components in products (think 
robot-assisted surgery). The regulation includes 
both a predefined list of cases and a set of criteria 
to determine how other systems could be classi-
fied as high-risk. If a system is deemed high-risk, 
it needs to be assessed before being put on the 
market, and then registered. There’s actually a 
host of other obligations involved, and of course, 
penalties for not observing them.

• Systems that pose a limited risk will carry only 
minor obligations. Among these are chatbots: 
The rules will require that we’re at least made 
aware we’re talking with a machine.

• Systems that pose minimal risk can be devel-
oped and used freely. Essentially, that’s anything 
else not falling under the three above. Most of the 
AI systems currently in use fall under this category.

The next step is for the European Parliament and 
member states to consider the proposal. It sounds 
straightforward, but this will actually take years of 
readings, amendments, and lobbying before the reg-
ulations are adopted.

Proposal gets mixed reactions

The proposed rules have been criticised for their 
vague and broad language, and for not going far 
enough. They’re also riddled with loopholes, especially 

when it comes to facial recognition technologies and 
their oft-times discriminatory practices.

For instance, systems that identify people through 
real-time biometrics are generally banned.  Yet, 
there are some exceptions that apply to law enforce-
ment, which critics believe can be abused.

Plus, the ban does not apply to other public entities or 
companies. Who knows whether they are already using 
real-time biometrics? Activists say they are, in fact.

Real-time biometrics may be banned, but systems that 
work on pre-captured images are not. These can still be 
used to identify people according to race, gender, and 
sexuality, so although they may well be heavily regulated, 
companies could still get a green light to use them.

And then, there’s the issue of balancing innovation 
and regulation. Companies think there are too many 
compliance obligations in place.  This argument will 
not hold enough water for Margrethe Vestager, the 
European Commission’s executive vice-president, 
who is adamant that Europe ‘can only reap the full 
benefits of AI’s societal and economic potential if we 
trust we can mitigate the associated risks’.

However, it gets more complex when companies say 
the law will slow down the development of advanced 
AI systems in the EU.  Although big companies may 
find it difficult – but not impossible – smaller compa-
nies or start-ups could be discouraged altogether.

The Commission certainly wants Europe to trust 
the development of AI systems, but it also wants to 
encourage a home-grown industry. As we said in our 
commentary (page 2), the EU will be walking a tight-
rope, and will have some tough calls to make.

Legal

The EU’s proposed rules for regulating AI 
systems: The good, the bad, and the ugly

LIMITED RISK
(AI systems with specific

transparency obligations)

MINIMAL RISK

UNACCEPTABLE RISK

HIGH RISK

https://ec.europa.eu/commission/presscorner/detail/en/QANDA_21_1683
https://edri.org/our-work/eus-ai-law-needs-major-changes-to-prevent-discrimination-and-mass-surveillance/
https://reclaimyourface.eu/evidence-in-eu-countries/
https://www.ft.com/content/360faa3e-4110-4f38-b618-dd695deece90
https://static1.squarespace.com/static/53864718e4b07a1635424cdd/t/608061e893a15e19ad1ca76a/1619026408390/The+Developers+Alliance+Preliminary+Assessment+Of+The+European+Union+Artificial+Intelligence+Act+Proposal+.pdf
https://ec.europa.eu/commission/presscorner/detail/en/speech_21_1866
https://static1.squarespace.com/static/53864718e4b07a1635424cdd/t/608061e893a15e19ad1ca76a/1619026408390/The+Developers+Alliance+Preliminary+Assessment+Of+The+European+Union+Artificial+Intelligence+Act+Proposal+.pdf
https://static1.squarespace.com/static/53864718e4b07a1635424cdd/t/608061e893a15e19ad1ca76a/1619026408390/The+Developers+Alliance+Preliminary+Assessment+Of+The+European+Union+Artificial+Intelligence+Act+Proposal+.pdf
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Policy updates from International Geneva

Many policy discussions take place in Geneva every month. In this space, we update you with all 
that’s been happening in April. For other event reports, visit the Past Events section on the GIP Digital 
Watch observatory.

This event, organised by the Permanent Missions 
of Slovenia and Israel to Geneva, the World 
Meteorological Organization (WMO), and Microsoft, 
was a follow-up to the November 2020 roundtable.  
This second part explored how some of the lessons 

that emerged from the roundtable could be applied in 
developing countries, especially in the African region. 
The event focused on national experiences, and the 
frameworks and standards that have been put in 
place, such as the Malabo Convention.

Protection of Critical Water-related Infrastructure (Part II)  13 April 2021

The roundtable discussion, organised by the GIP as 
part of the series 12 Tours to Navigate Digital Geneva, 
debated the ongoing e-commerce discussions taking 
place at the World Trade Organization (WTO), with 
close attention having been paid to the Joint Statement 

Initiative (JSI) and regional trade agreements. The 
speakers also looked at the impacts of the COVID-19 
pandemic on e-commerce and the role that the latter 
can play in the post-pandemic world.

Digital Economy: Trade and Finance Tour  28 April 2021

The United Nations Economic Commission on Europe 
(UNECE) focused its 69th session on the circular econ-
omy and the use of natural resources in achieving 
the SDGs. One of the roundtables dealt with circular 
energy, mobility, and digital transformation, and the 
corresponding new policies and industry best prac-
tices. While energy is aspiring to be low carbon or car-
bon negative, there’s also a major push for e-mobility 

(electric-powered vehicles) in cities and for long-dis-
tance transport. Technology is at the core of the fourth 
industrial revolution, which is embracing all aspects 
of life and work. The digital transformation has sig-
nificant bearing on how natural resources are used, 
moving away from past linear models to new sustain-
able, service-focused, and circular economy business 
models.

Promoting Circular Economy and Sustainable Use of Natural Resources in the UNECE Region  
20–21 April 2021

https://dig.watch/past-events
https://public.wmo.int/en/events/meetings/water-and-cyber-security-protection-of-critical-water-related-infrastructure-online
https://public.wmo.int/en/events/meetings/water-and-cyber-security-protection-of-critical-water-related-infrastructure-part-ii
https://www.giplatform.org/events/digital-economy-trade-and-finance-tour
https://unece.org/sessions-commission/events/sixty-ninth-session-commission-20-21-april-2021
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Upcoming

What to watch for: 
Global digital policy events in May

Let’s look ahead at the global digital policy calendar. Here’s will take place next month around the globe, with 
direct links to official event websites and programmes. For even more events, visit the Events section on the 
Digital Watch observatory.

5-7 May, Science, Technology and Innovation 
(STI) Forum 2021 (online) 

The 6th STI Forum will be held under the theme 
‘Science, technology and innovation for a sustain-
able and resilient COVID-19 recovery, and effec-
tive pathways of inclusive action towards the 
Sustainable Development Goals.’ The forum will 
talk about cooperation in STI, a needs and gaps 
analysis, how to harness technologies for the SDGs, 
and the impacts of rapid technological change on 
the SDGs in light of the COVID-19 pandemic. We’ll 
publish reports from selected sessions.

17-21 May, WSIS Forum 2021 Final Week (online) 

The WSIS Forum 2021, which has been ongoing 
since January, will culminate with a final week 
dedicated to interactive high-level dialogues, 
prizes and awards ceremonies, a ministerial 
roundtable, and the WSIS Action Line facilitation 
meetings. As usual, we’ll publish session reports 
from this final week.

17-20 May, RSA Conference 2021 (online) 

Under the theme ‘Resilience’, RSA 2021 will host 
educational hands-on sessions, as well as tradi-
tional speaker-led sessions and keynotes. The 
topics on this year’s agenda include analytics, 
intelligence and response, policy governance, 
anti-fraud, hackers and threats, identity, machine 
learning and AI, open source tools, and privacy.

May

June

24-29 May, Final Substantive Session of the 
sixth UN GGE (online) 

The sixth UN GGE is about to conclude its work. The 
group was mandated to study existing and poten-
tial threats in the sphere of information security, 
and possible cooperative measures to address 
them. It was also tasked with studying how inter-
national law applies to the use of ICTs by states, 
as well as looking at norms, rules, and principles 
of responsible behaviour of states, and the neces-
sary confidence-building measures. We’ll publish 
updates on our dedicated space.

31 May-11 June, School on Internet Governance, 
Digital Policies and Innovation (SIDI) (online) 

The second edition of the SDI is aimed at graduate 
students and professionals – primarily from the 
South Eastern Europe and neighbouring region 
(SEE+) – keen to learn more about digital innova-
tion, the impacts of the internet and other digital 
technologies on society and the economy, and the 
multiple dimensions of digital policy and internet 
governance. Diplo, the operator of the GIP, is an 
official SIDI partner.

25-28 May, 13th International Conference on 
Cyber Conflict (CyCon 2021) (Tallinn, Estonia) 

Hosted by the NATO Cooperative Cyber Defence 
Centre of Excellence, CyCon 2021’s central theme 
is ‘Going Viral’. Participants will discuss the impli-
cations of human crises – such as the COVID-19 
pandemic – for cybersecurity and cyberspace.

https://dig.watch/events
https://sdgs.un.org/tfm/STIForum2021
https://dig.watch/events/sti-forum-2021
https://www.itu.int/net4/wsis/forum/2021/en
https://dig.watch/events/wsis-forum-2021-final-week
https://www.rsaconference.com/usa
https://dig.watch/events/final-substantive-session-sixth-un-gge
https://dig.watch/processes/un-gge
https://administratiepublica.eu/sidi/
https://ccdcoe.org/cycon/

